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The perforant-path projection to the hippocampus forms synapses in the apical tuft of CA1 pyramidal neurons. We used computer

modeling to examine the function of these distal synaptic inputs, which led to three predictions that we confirmed in experiments

using rat hippocampal slices. First, activation of CA1 neurons by the perforant path is limited, a result of the long distance

between these inputs and the soma. Second, activation of CA1 neurons by the perforant path depends on the generation of

dendritic spikes. Third, the forward propagation of these spikes is unreliable, but can be facilitated by modest activation of

Schaffer-collateral synapses in the upper apical dendrites. This ‘gating’ of dendritic spike propagation may be an important

activation mode of CA1 pyramidal neurons, and its modulation by neurotransmitters or long-term, activity-dependent plasticity

may be an important feature of dendritic integration during mnemonic processing in the hippocampus.

Excitatory synapses on distal dendrites are common in the nervous
system. For example, cortical pyramidal neurons receive cortico-
cortical inputs in layer 1, often hundreds of microns from the soma.
Mitral cells of the olfactory bulb receive input from olfactory receptor
neurons on a tuft of apical dendrites, similarly far from the soma.
Purkinje cells of the cerebellum receive inputs from mossy cells, many
of which terminate on distal dendrites. Synapses like these are intri-
guing, because their long distance from the spike initiation zone,
thought to reside in the axon1, suggests that special mechanisms may
be required for these synapses to trigger action potentials.

One possible mechanism to preserve the efficacy of distal synapses is
through the generation of local dendritic spikes. Indeed, all dendrites
studied to date express numerous voltage-gated channels2, and sub-
stantial evidence now supports the notion that spikes can be initiated in
dendrites3. Unlike axonal action potentials, however, dendritic spikes do
not propagate reliably over long distances in dendrites. A remaining
challenge, therefore, is to determine what types of synaptic inputs can
trigger dendritic spikes and how the spikes propagate along dendrites of
various morphologies expressing unique combinations of channels. For
such questions, a computational approach can place the available data in
an integrated, quantitative framework and provide testable predictions
concerning the function of various types of synapses and dendrites.

In the hippocampus, CA1 pyramidal neurons receive two distinct
excitatory synaptic inputs4: the perforant path (or temporo-ammonic
path) provides direct input from layer 3 of entorhinal cortex to the
apical dendritic tuft, and the Schaffer collaterals provide input from
CA3 pyramidal neurons to basal and apical dendrites in CA1. Although

all of the Schaffer-collateral synapses are closer to the soma than are the
perforant-path synapses, some of the Schaffer-collateral synapses are
nevertheless hundreds of microns from the soma. The perforant-path
projection to CA1 terminates in excitatory, glutamatergic synapses5,6,
but it is controversial whether these synapses can depolarize the
somatic membrane to action-potential threshold7–9. Distal perforant-
path and Schaffer-collateral synapses elicit dendritic spikes, both
in vitro and in vivo10,11, but some of these dendritic spikes do not
propagate reliably to the soma, raising questions about the function of
dendritic spikes and the conditions necessary for them to reach the
soma and trigger an action potential in the axon10–13.

Here we explored these questions by examining the impact of distal
perforant-path and Schaffer-collateral synaptic inputs to CA1 pyrami-
dal neurons, using a combined computational and experimental
approach. We found that strong perforant-path activation resulted in
dendritic spikes that could fail to propagate to the soma. Modest
activation of Schaffer-collateral synapses in the upper apical dendrites,
however, facilitated the forward propagation of tuft dendritic spikes,
thus allowing action-potential output in the axon following distal
synaptic activation.

RESULTS

Modeling distal synaptic activation in excitable CA1 dendrites

To assess the ability of perforant-path synapses to activate CA1 pyr-
amidal neurons, we used compartmental models of two reconstructed
neurons. Each neuron included four active conductances: a voltage-
gated Na+ conductance (GNa), a delayed rectifier K+ conductance (GKdr)
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and two A-type K+ conductances (GKA). Consistent with experimental
reports, GNa and GKdr were modeled with moderate conductance along
the somato-dendritic axis, but a higher GNa in the axon made this the
preferential site of action-potential initiation14. GKA was modeled with
the reported sixfold increase in conductance along the somato-dendritic
axis and lower half-inactivation voltage in proximal (GKAp) versus distal
(GKAd) dendrites15,16. We used two versions of the model: a weak
dendritic excitability model with uniform GNa in the soma and
dendrites, and a strong dendritic excitability model with a slight
gradient of increasing GNa with distance from the soma (Fig. 1a).
These two models are simple compared to the full repertoire of voltage-
gated channels known to be expressed in pyramidal cells2,17; never-
theless, these models reproduce two populations of CA1 neurons with
distinct profiles of action-potential backpropagation14. We used these
models to make experimentally testable predictions about the ability of
perforant-path inputs to activate CA1 neurons.

The two models exhibited markedly different behavior (Fig. 1).
In the strong dendritic excitability model, simulation of a strong
perforant-path stimulus (10% of available synapses in the distal apical
tuft) triggered the initiation of a dendritic spike, which propagated to
the soma and triggered an action potential (Fig. 1b, left and Supple-
mentary Video 1 online). Similar behavior was observed in the model
of a second reconstructed neuron (Supplementary Fig. 1 online and
Supplementary Video 2 online). In the weak dendritic excitability
model, the same strong perforant-path input triggered a dendritic
spike, but the spike failed to propagate to the soma, thus resulting in a
subthreshold somatic depolarization (Fig. 1b, right and Supplemen-
tary Video 3 online). With a high-frequency burst of synaptic inputs (5
at 100 Hz), dendritic spikes sometimes propagated to the soma, but
successful propagation required activating a large number of synapses
(for example, 30% success at 15% of perforant-path synapses; data not
shown). These results suggest that the only way perforant-path inputs
can trigger an action potential in the axon is if a dendritic spike is

initiated in the tuft and propagates down the
apical dendrite. In the weak excitability model,
forward propagation was unreliable and did
not ensure an action-potential output. This
finding is consistent with our previous
experimental observation that dendritic
spikes can occur in the absence of somatic
action potentials10,18.

Interaction between perforant-path and Schaffer-collateral inputs

In the models, when dendritic spikes failed to propagate from the distal
apical tuft to the soma, they usually failed in the upper apical dendrite
(Fig. 1b, right; Supplementary Figs. 2 and 3 online; Supplementary
Videos 3–8 online). We therefore investigated how perforant-path
synaptic responses were influenced by the activation of synapses in
the upper apical dendrites, just below the apical tuft. These synapses
correspond to distal Schaffer-collateral inputs. When perforant-path
and Schaffer-collateral inputs are activated together, action-potential
firing is probabilistic, depending on the exact number and location of
the randomly selected synapses activated in each region. Action-
potential probability was determined from more than 170,000 simula-
tions and plotted as a function of the percentage of perforant-path and
Schaffer-collateral synapses activated (Fig. 2).

In the strong dendritic excitability model, two modes of activation
were apparent. In the first mode of the strong excitability model
(Fig. 2b, left, region 1), activation of the Schaffer collaterals (43%)
was on its own sufficient to trigger action potentials on at least some
trials. With little or no activation of perforant path, action-potential
probability increased from 0 to 1 over a narrow range of Schaffer-
collateral activation (about 3–5%). As the percentage of perforant-path
inputs was increased from 0% to 2%, the percentage of Schaffer-
collateral inputs necessary to trigger an action potential 50% of the
time (green in Fig. 2b, left) decreased from about 4% to 3%. In this
mode, the Schaffer-collateral input was stronger than the perforant-
path input and dendritic spikes almost always began in the upper apical
dendrites, below the tuft and near the Schaffer-collateral inputs (green
in Fig. 2c, left, region 1).

In the second mode of the strong excitability model (Fig. 2b, left,
region 2), perforant path was the dominant input, and action potentials
could be elicited on at least some trials with 42% of the synapses
activated. With little or no activation of the Schaffer collaterals, action-
potential probability increased from 0 to 1 over a narrow range of
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Figure 1 Strong and weak dendritic excitability

models of CA1 pyramidal neurons respond

differently to perforant-path activation.

(a) Channel distributions as a function of distance

from the soma in the two models. GNa, voltage-

gated Na+ conductance; GKdr, delayed rectifier

K+ conductance; GKAp, proximal A-type K+

conductance; GKAd, distal A-type K+ conductance.
(b) Perforant-path (PP) activation (10% of avail-

able synapses) triggered dendritic spikes in the

apical tuft. These spikes propagate to the soma

and trigger an action potential in neurons with

strong (left), but not weak (right), dendritic excit-

ability. Scales apply to both panels. Color maps

are of maximal (peak) voltage in each compart-

ment of the model. Traces are voltage versus time

plots at the three dendritic locations indicated by

the electrodes. Animations of these simulations

in this cell and another reconstructed cell are

provided in Supplementary Videos 1–3 and 6.
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perforant-path activation (about 2–6%). In this mode, action
potentials were driven by dendritic spikes originating in the apical
tuft (red in Fig. 2c, left, region 2). With perforant-path stimulation
alone, the probability of dendritic spike initiation in the tuft increased
from near 0 to 1 over the same range (about 2–6%, Fig. 2d, left). Over
this range of perforant-path activation, modest activation of the
Schaffer collaterals (0–3%) reduced the percentage of perforant-path
inputs necessary to trigger a propagating dendritic spike, but the spikes
almost always began in the apical tuft (innervated by perforant path)
and propagated to the soma (Fig. 2c, left). Stronger activation of either
or both pathways led to reliable dendritic spike initiation, with the
spikes tending to begin near the strongest synaptic input. In summary,
in the strong excitability model, each input was able to trigger dendritic
spikes on its own, and each input could cooperate with the other to
trigger a propagating dendritic spike.

The behavior of the weak dendritic excitability model was drama-
tically different (Fig. 2b, right). Importantly, a single coincident
activation of perforant-path synapses was almost never able to produce
an action potential on its own. Only when perforant-path activation
was increased to very high levels (450% of all synapses) did an action
potential occur in the soma (data not shown). Even then, action

potentials only occurred on some trials
(about 10% at 60–70% perforant-path activa-
tion), and even greater activation of perfor-
ant-path inputs decreased the probability of
action-potential firing (owing to the activa-
tion of K+ channels and the inactivation of
Na+ channels by large excitatory post synaptic
potentials (EPSPs)). Because such large acti-
vation of perforant path is required, interac-
tion of perforant-path and Schaffer-collateral
inputs is a more plausible explanation for how
perforant path influences action-potential fir-
ing in CA1 pyramidal neurons with weakly
excitable dendrites.

In the weak dendritic excitability model,
perforant-path and Schaffer-collateral inputs
interacted in two important ways. First, low
levels of perforant-path activation slightly
reduced the percentage of Schaffer-collateral
inputs necessary to trigger an action potential
(Fig. 2b, right, region 1). Activation of
between 0% and 6% of perforant-path
synapses reduced the percentage of Schaffer-
collateral synapses necessary to trigger an
action potential 50% of the time (green in
Fig. 2b, right) from about 6.5% to 5.2%
(slope ¼ 0.22). In this mode, most of the
spikes began in the apical dendrite (below the
tuft) and propagated to the soma (green in
Fig. 2c, right, region 1), but in some cases, the
Schaffer-collateral and perforant-path inputs
summed in the soma to trigger an action
potential first in the axon (blue in Fig. 2c,
right, region 1). Within this activation mode,
there was little difference between perforant-
path inputs that triggered dendritic spikes and
those that did not. Even when perforant-path
activation triggered a dendritic spike (for
example, 20% of the time at 5% activation:
Fig. 2d, right), the spikes did not spread into

the upper apical dendrites, below the tuft. Instead, the main effect in
this mode of activation was that perforant-path inputs reduced the
amount of Schaffer-collateral input necessary to trigger a dendritic
spike in the apical dendrites below the tuft.

By contrast, stronger activation of perforant path (above about 6%)
activated dendritic spikes in the tuft more frequently. These spikes
tended to be larger and thus spread throughout the apical tuft. In this
mode (Fig. 2b, right, region 2), activation of between 6% and 10% of
perforant-path synapses reduced the percentage of Schaffer-collateral
synapses necessary to trigger an action potential 50% of the time from
about 5.2% to 2% (slope ¼ 0.80). Furthermore, in this mode, action
potentials almost always began as dendritic spikes in the apical tuft (red
in Fig. 2c, right, region 2). This activation mode thus revealed an
especially interesting interaction between perforant path and Schaffer
collaterals. Dendritic spikes were triggered by strong perforant-path
input, but their propagation to the soma was gated by Schaffer-
collateral inputs. In the absence of Schaffer-collateral inputs, the apical
tuft dendritic spikes failed to reach the soma and did not produce an
action potential. However, even modest levels of Schaffer-collateral
input were able to facilitate the forward propagation of these dendritic
spikes, such that they could trigger a full action potential in the axon
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Figure 2 Modes of activation of CA1 pyramidal neurons by perforant-path and Schaffer-collateral

activation. (a) Schematic of model cell with perforant-path (PP) and Schaffer-collateral (SC) activation

sites indicated. Electrodes at indicated locations were used to determine whether spikes began in the

soma (value 0, blue), mid apical dendrite (value 0.5, green) or apical tuft (value 1.0, red). (b) Probability

of action-potential initiation (in the axon) in response to activation of different percentages of available
PP (apical tuft) and SC synapses (upper apical dendrites). (c) Locations of spike initiation as described

in a. Intermediate colors are determined by the fractions of trials yielding initiation at one or another

site. In both b and c, regions 1 and 2 correspond to modes of activation where SC and PP inputs

dominate, respectively (see text for details). (d) Probability of a dendritic spike in the apical tuft

as a function of the percentage of PP synapses activated (no SC activation). Columns in b, c

and d correspond to the strong and weak dendritic excitability models, respectively. Probabilities were

determined from 200 trials of randomly placed synapses for each %PP, %SC pair. In b and c, horizontal

guide lines correspond to the minimal percentage of SC inputs necessary to trigger an action potential;

in b, c and d, vertical guide lines correspond to the percentage of PP inputs necessary to trigger a spike

in the apical tuft on 50% of trials.
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and soma (Fig. 3) This gating of perforant path–evoked dendritic
spikes by Schaffer-collateral synaptic inputs was observed in both of the
CA1 cell models (Supplementary Figs. 2 and 3; Supplementary
Videos 3–8 online).

One notable feature of the behavior of both the strong and the weak
dendritic excitability models is that the number of perforant-path
inputs necessary to trigger a dendritic spike in the tuft was actually
lower than the number of Schaffer-collateral inputs necessary to trigger
a dendritic spike in the upper apical dendrites. In the strong excitability
model, activation of a minimum of B2% of perforant-path inputs
resulted in dendritic spikes on at least some trials, compared to at least
3% for the Schaffer-collateral input (Fig. 2c,d, left). About 4% of each
input was necessary to produce an action potential on half of the trials
(Fig. 2b, left), but because there were fewer synapses in the perforant-
path pool (Methods), fewer perforant-path synapses were needed to
produce half activation. In the weak excitability model, 43% of
perforant-path synapses produced tuft spikes (Fig. 2d, right), com-
pared to 45% of Schaffer-collateral synapses required to produce

upper apical dendritic spikes (Fig. 2b, right). The lower number of
perforant-path synapses required to produce dendritic spikes, in both
the strong and weak excitability models, is attributable to the high
input impedance of the small-diameter tuft branches.

A possible limitation of our models, which were originally designed
to reproduce action potential backpropagation14, is that they used a
minimal repertoire of voltage-gated conductances. Although these
models produced dendritic spikes without changes from their original
forms, they are clearly very simple models. Nevertheless, the models
make some interesting predictions concerning the response to distal
synaptic activation. To determine if these predictions were robust, we
used a more complex model, which reproduces many aspects of CA1
pyramidal neuron excitability17. This model contains a variety of
conductances missing from our models, including H current, Ca2+

currents and Ca2+-activated K+ currents. Neither the presence of these
additional conductances nor the longer dendrites in this model altered
the basic behavior we have described. Strong activation of distal
synaptic inputs triggered dendritic spikes that failed to propagate to
the soma unless synapses on the apical dendrites below the tuft were
also activated (Supplementary Fig. 4 online).

A potentially important aspect of the interaction between perforant-
path and Schaffer-collateral synaptic inputs is their timing. We used
our models to explore the timing relationship necessary to obtain
gating of forward-propagating dendritic spikes. Strong perforant-path
activation (8%—sufficient to induce dendritic spikes on most trials)
was simulated in the weak dendritic excitability model, and both the
strength and timing of the simulated distal Schaffer-collateral input
were varied. Action-potential probability was greatest when the two
inputs were coincident, and the efficiency of gating decreased as the
delay between the two inputs increased (Fig. 4). The exact nature of the
interaction between the Schaffer-collateral and perforant-path inputs
depended on synaptic strength and timing in a complex way. For 3.5%
Schaffer-collateral activation, timing could vary by a few milliseconds,
but Schaffer-collateral input preceding perforant-path input was
slightly more effective than the reverse. For 5% Schaffer-collateral
activation, the interaction was stronger and the range of effective
timing was broader. In contrast to the weaker Schaffer-collateral
stimulus, however, the 5% Schaffer-collateral input was most
effective at gating the dendritic spikes if it came slightly after the
perforant-path input.

Mechanism of dendritic spike gating

We explored the mechanism by which the Schaffer-collateral input
facilitates the forward propagation of distally evoked dendritic spikes,
by examining the voltage in the dendritic tree for Schaffer-collateral
stimuli just below and just above threshold for successful propagation
(Fig. 5). Perforant-path inputs were simulated on each apical branch
and set to conductances large enough to evoke dendritic spikes in the
apical tuft. A weak Schaffer-collateral input (3 nS) was too small to
facilitate propagation of the dendritic spike into the main apical
dendrites (Fig. 5a–c, left). In this case, the voltage near the main
bifurcation in the apical dendrites peaked about 4 ms after the onset of
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Figure 3 Gating of perforant-path–evoked dendritic spikes by Schaffer-

collateral evoked EPSPs. (a) Color map of peak depolarization and voltage

versus time plots at three dendritic locations for activation of 10% of PP

synapses (one trial) in the weak dendritic excitability model. (b) Response

of the same model to activation of 3% of SC synapses in the upper apical

dendrites. (c) Response of the same model to coincident activation of

10% PP and 3% SC synapses. Animations of these simulations in this

and the other reconstructed cell are provided in Supplementary Videos 3–8.
Scales in a apply to b and c as well.
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the synaptic inputs (6.3 ms from the beginning of the simulation). A
slightly larger Schaffer-collateral input (4 nS) was sufficient to success-
fully facilitate propagation through the main bifurcation and into the
primary apical dendrite (Fig. 5a–c, right). In this case, the spike in the
branch point occurred about 1 ms later than the peak of the failed spike
in the previous case.

We found that the spike did not propagate beyond the large branch
point that separates the primary apical dendrite from the apical tuft
(Fig. 5a, left; note sharp drop in maximum voltage around 400 mm in
Fig. 5b, left; see also Figs. 1b and 3). The low safety factor for
propagation of spikes through branch points is a known consequence
of the decreased impedance at branch points19,20. In our models of CA1
neurons, reductions in spike amplitude were observed at multiple
branch points, but failures of propagation were most evident at the
large branch point that divided the main apical dendrite from the apical
tuft. Backpropagating action potentials fail at the same location in the
CA1 dendritic tree14.

The mechanism by which Schaffer-collateral inputs rescued the
propagation of dendritic spikes through this branch point can be
inferred by examining the currents flowing in the major apical branch,
just before the spike (4.3 ms after the onset of the synaptic stimulus).
Compared to the smaller Schaffer-collateral input, which resulted in
failure of the dendritic spike, the larger Schaffer-collateral synaptic
input approximately tripled the Na current at this critical time and
location (Fig. 5d). The extra Na current was the key to the successful
forward propagation of the dendritic spike. A similar mechanism
underlies enhancement of action-potential backpropagation by
EPSPs in cortical pyramidal neurons21.

Experimental tests of model predictions

We performed experiments to test three important predictions of the
model. First, we tested the prediction that, on their own, perforant-
path inputs have a limited ability to trigger action potentials in CA1
neurons. Second, we tested the prediction that when perforant-path
inputs do trigger action potentials, they do so by eliciting dendritic
spikes. Third, we tested the prediction that the propagation of perfor-
ant-path–evoked dendritic spikes from the apical tuft to the soma is
facilitated by modest activation of Schaffer-collateral synaptic inputs.

To test whether perforant-path stimulation could trigger action
potentials, we placed a large bipolar stimulating electrode in stratum
lacunosum-moleculare of hippocampal slices. The perforant-path
projection to CA1 is visible in this region under infrared, differential-

interference contrast optics. In response to stimulation of the perforant
path in the presence of GABA-receptor antagonists (Methods), we
recorded monosynaptic EPSPs using whole-cell patch-clamp record-
ings from CA1 somata. As the stimulus intensity was increased, EPSPs
increased in amplitude, but were never large enough to evoke an action
potential (Fig. 6; average maximum EPSP ¼ 6.7 ± 1.0 mV, n ¼ 11).
These results are consistent with the model’s prediction that it is
difficult to produce an action potential using a single stimulus of
perforant path alone. In fact, it was even more difficult to get action
potentials than predicted by the model, because single stimuli of the
perforant path were never effective, even though some of the recorded
neurons should have had relatively strong dendritic excitability14.

To further explore the ability of perforant path to evoke action
potentials, we stimulated perforant path using high-frequency bursts
(100 Hz) of five or ten pulses. In most cells, it was possible to evoke
action potentials using high-intensity stimulation with five pulses;
moreover, in all cells, ten pulses were effective (Fig. 6). When spikes
were driven by perforant-path synaptic stimulation in this way, action-
potential threshold was lower than the threshold for evoking action
potentials with current injection at the soma (Fig. 7). Specifically, we
used somatic current injections resembling excitatory post synaptic
currents (EPSCs) in the same ten-pulse pattern used for synaptic
stimulation. Synaptically evoked action potentials had significantly
lower thresholds than those evoked by synaptic current injection
(Fig. 7b). In many cases, even subthreshold responses to current
injection were larger than the threshold for synaptically evoked action
potentials (Fig. 7a). These observations are consistent with the notion
that perforant-path–evoked action potentials are driven by spikes that
begin in the dendrites22.

In some cases, subthreshold synaptic responses exhibited ‘spikelets’
(Fig. 7c). We have shown previously that these small spikes are the
somatically recorded counterparts of large dendritic spikes18. Spikelets
were identified more frequently during local application of tetrodo-
toxin (TTX) near the soma (Fig. 7d; Methods), suggesting that
spikelets are often masked by action-potential firing. In two cells,
we obtained enough trials to compare the occurrence of action
potentials (control) and spikelets (local TTX) at the same perforant-
path stimulus intensity; in these cells, the ratio of trials exhibiting
spikelets to those exhibiting spikes was close to unity (1.04 and 0.79,
10 trials each). These results indicate that spikelets reflect dendritic
spikes that have spread effectively to the soma and would usually trigger
an axonal action potential.

To test whether the forward propagation of perforant-path–evoked
dendritic spikes can be gated by Schaffer-collateral stimulation of the
upper apical dendrites, we used a second stimulating electrode to
activate Schaffer-collateral inputs (single pulse) at the end of a burst of
perforant-path inputs—where the spikelets were usually observed
(Fig. 8). Stimulation strength was set to produce single Schaffer-
collateral EPSPs of 3–5 mV in the soma and single perforant-path
EPSPs of 2-4 mV, which summated in bursts to 15–20 mV (at or just
below threshold for spikelets). Schaffer-collateral and perforant-path
responses were also simulated using EPSC-like current injections. We
applied TTX near the soma so as to block action-potential firing and
reveal spikelets. At the stimulus intensities used in these experiments,
spikelets were never observed in response to Schaffer-collateral stimu-
lation and were only occasionally evoked by perforant-path stimulation
alone. When the two inputs were coactivated, however, the frequency of
spikelets increased dramatically (Fig. 8c). To test whether this enhance-
ment of spikelets was caused by summation of the somatic EPSPs, as
opposed to dendritic integration of the events, we substituted
a somatic, EPSC-like current injection for the Schaffer-collateral

–15 –10 –5 1050 15
0

0.2

0.4

0.6

0.8

1

A
ct

io
n 

po
te

nt
ia

l p
ro

ba
bi

lit
y

PP first ∆t (ms) SC first

1.5% SC

3.5% SC

5% SC

Figure 4 Dependence of PP-evoked dendritic spike propagation on the
strength and timing of SC activation. Action-potential probability (soma or

axon) is plotted as a function of the time difference between PP activation

(8%) and SC activation (1.5, 3.5 or 5%). Probabilities were determined from

200 trials of randomly placed synapses for each value of %SC and latency

(1 ms intervals).
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stimulus. The amplitude of the current injection was set to yield simu-
lated EPSPs larger than the Schaffer-collateral–evoked EPSPs (Schaffer-
collateral EPSP ¼ 4.5 ± 0.3 mV, simulated EPSP ¼ 7.7 ± 0.8 mV,
perforant-path EPSP ¼ 3.5 ± 0.6 mV, n ¼ 10). This protocol did not

increase the frequency of spikelets above that
observed by perforant-path stimulation alone
(Fig. 8c), suggesting that spikelet enhancement
by coincident stimulation of perforant path
and Schaffer collaterals indeed reflects gating
of dendritic spikes beginning in the apical tuft
and propagating toward the soma.

DISCUSSION

The long distance between the perforant-path input and the axon of
CA1 neurons has raised questions concerning the function of these
synapses. Early reports suggested that the perforant path was mainly
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Figure 5 Mechanisms of conditional dendritic

spike propagation. (a,b) Maximum voltage in

upper half of the apical dendritic tree. A powerful

synapse (3 nS) was placed midway along each

reconstructed section of the dendritic tuft (PP, 19

synapses, red dots). A single synapse was placed

near the end of the primary apical dendrite (SC,

red dot with black arrow). On the left, the SC
input has the same conductance as the tuft

synapses and the dendritic action potentials

initiated by the PP input in the tuft fail to invade

the apical dendrites below the major bifurcation.

On the right, the SC input has a slightly larger

conductance (4 nS) and spike propagation is

successful. Parameters as given in Figure 1a,

right. (b) Plots showing the voltage (and maximum

voltage, dashed lines) at 6.3 ms (time just before

the successful dendritic spike in the main apical

dendrite in b (right); green and red arrows in c

along the primary apical dendrite and the tuft

branch containing the synapse marked by blue

arrow. Black and blue arrows correspond to

locations indicated in a. (c) Voltage versus time at

the tuft (blue) and apical (black) synapses. Green

and red arrows indicate the apical voltage traces

at 6.3 ms. (d) Comparison between dendritic

currents at the apical synapse at 6.3 ms (time of
maximum depolarization at the apical synapse for

the case of propagation failure and just before

the spike in the upper apical dendrite when

propagation is successful). Green and red bars

correspond to the points indicated by arrows in c.

Isyn, instantaneous synaptic current; Qsyn, total

synaptic charge transferred up to that time; Na,

sodium current; Kdr, delayed rectifier potassium

current; KA, A-type potassium current.
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inhibitory5,7,23, a result of strong feedforward inhibition5,8,9,24–28.
There is considerable evidence, however, for an excitatory influence
of the perforant path on CA1 cells5,24,27,29,30. Furthermore, place-field
firing occurs in CA1 cells deprived of Schaffer-collateral inputs by CA3
or dentate gyrus lesions31,32; this suggests that perforant path is capable
of driving firing of CA1 neurons in vivo. Our findings suggest that the
excitatory influence of the perforant path depends on both dendritic
spikes and an interaction with Schaffer-collateral inputs.

Previous reports on the interaction between perforant-path and
Schaffer-collateral inputs are seemingly contradictory. One report
shows that bursts of perforant-path activation can increase the prob-
ability of Schaffer-collateral–evoked action potentials in CA127,
whereas another study showed that perforant-path activation did not
increase the response to Schaffer-collateral activation5. These two
findings can both be understood in the context of dendritic excitability.
Perforant-path stimuli that are below threshold for dendritic spikes
may have little effect in the soma, because of the enormous attenuation
of perforant-path EPSPs along the dendrites. Furthermore, perforant-
path inputs may have a negligible effect when Schaffer-collateral
inputs are strong enough to evoke spikes on their own. However,
perforant-path inputs that trigger dendritic spikes on their own or in
combination with milder Schaffer-collateral input can contribute to
action-potential firing.

Our findings indicate that perforant-path
excitatory synaptic inputs can be effective in
two ways. They can reduce the number of
Schaffer-collateral inputs required to trigger a
dendritic spike. In this case, the Schaffer-
collateral synapses are the dominant input
and the perforant path can be considered
modulatory. Alternatively, perforant path is
the dominant input, but even a small Schaf-
fer-collateral input can be crucial in facilitat-
ing the propagation of dendritic spikes from
the apical tuft toward the soma and axon. This
latter scheme indicates that perforant path can
serve as the major input to CA1 neurons.

In models with strongly excitable dendrites,
the perforant-path input is actually more
efficacious than distal Schaffer-collateral
inputs, owing to the generation of reliably
propagating dendritic spikes in the small,
high-impedance branches of the apical tuft.
In models with weakly excitable dendrites,
dendritic spikes are also readily triggered by
perforant-path input, but their propagation
toward the soma is unreliable. Activation of
Schaffer-collateral synaptic inputs, however,
promotes the forward propagation of perfor-
ant-path–evoked distal dendritic spikes. This
synaptic gating of dendritic spike propagation
is consistent with previous reports that den-
dritic spike propagation is facilitated by the
depolarization of the apical dendrites33 and
resembles a similar effect predicted to occur
stochastically during the background synaptic
activation of CA1 dendrites34.

In our models, the gate seems to exist near
the border between perforant-path and Schaf-
fer-collateral synaptic inputs. It exists, in large
measure, because of the major bifurcation of

the apical dendrites at this location in many CA1 pyramidal neurons.
Both the availability of voltage-gated channels and the types of synaptic
inputs will influence whether the gate is open or closed. When the gate
is closed by default—as a result of a low ratio of Na+ to K+ channels
(weak dendritic excitability14)—it can be opened by a modest Schaffer-
collateral synaptic input. Our experiments also suggest that bursts of
perforant-path input could lead to successful forward propagation of
dendritic spikes—an effect that can be reproduced in the models (data
not shown). Thus, perforant-path inputs may open the gate on their
own, without the help of Schaffer-collateral inputs. To determine
whether this is likely to happen in vivo, it will be important for future
work to determine the firing patterns of layer 3 pyramidal neurons of
entorhinal cortex in awake, behaving animals. In our models, we also
show that the gate can exist in an open state by default (strong dendritic
excitability14). Whether neurons operate in a weak or strong dendritic
excitability mode in vivo is likely to be influenced by a number of
factors, including ionic conditions33, neuromodulatory state and
activity-dependent plasticity. Changes in the availability of A-type K+

channels, which are abundant in CA1 dendrites15, is one mechanism by
which transitions between the two default states (gated closed or open)
could occur15,35,36.

Feedforward inhibition is likely to further enrich synaptic integra-
tion in distal dendrites. In the perforant path, inhibition is likely to
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(b) Threshold of synaptically evoked action potentials is significantly hyperpolarized relative to current-

injection evoked action potentials. **P o 0.05, two-tailed Student’s paired t-test, n ¼ 8. Data from
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temporally limit the excitatory influence of the perforant path; in
contrast, in the Schaffer collaterals, inhibition may regulate the gating
of distally evoked dendritic spikes. Our simulations indicate that
appropriately timed Schaffer-collateral inhibition can prevent the
spread of perforant-path–evoked dendritic spikes (that is, close the
gate), even in strongly excitable dendrites. In weakly excitable dendrites,
feedforward inhibition narrowed the time window for facilitation of
dendritic spike propagation (that is, opening the gate) by the Schaffer-
collateral EPSP (see Supplementary Fig. 5 online). Modulation of
inhibition is likely to be an important means of regulating synaptic
integration via these mechanisms.

When TTX was locally applied near the soma, the spikelets we
observed—in response to perforant-path stimulation or combined
perforant-path and Schaffer-collateral stimulation—resembled the
‘D-spikes’ or ‘fast prepotentials’ observed in early intracellular record-
ings from hippocampal pyramidal neurons23,37,38. That these events are
somatic indications of larger dendritic spikes is consistent with the early
reports and our previous somatic and dendritic recordings18. More
than forty years ago, it was suggested that the propagation of dendritic
spikes is required for the activation of CA1 neurons by distal synaptic
inputs37. A few years later, researchers hypothesized that the propaga-
tion of dendritic spikes might have a ‘‘low safety factor,’’ requiring
interactions at ‘‘points of confluence’’ in the dendrites to trigger a
somatic action potential23. Still later, it was suggested that spikes
originating in the apical tuft of neocortical pyramidal neurons could
be modulated by synaptic inputs along the apical trunk39. Our findings
validate these predictions by demonstrating such interactions in the
distal dendrites of CA1 pyramidal neurons.

Whether such interactions occur in other neurons remains to be
determined. In layer 5 pyramidal neurons, distal input can increase
the efficacy (gain) of a more proximal input40. This resembles the

modulatory effect we describe, but the mechanism may be different. In
the neocortex, this effect occurs at least in part through the enhance-
ment of action potential bursting, via an interaction between back-
propagating action potentials and distal synaptic inputs40,41, which has
not yet been described in CA1 pyramidal neurons. The situation where
the distal input can serve as the dominant input and be modulated by a
modest proximal input has not been studied in cortical pyramidal
neurons. Thus, it will be important for future studies to determine
whether this gating of distal dendritic spikes is a general feature of
pyramidal neurons in various cortical regions.

METHODS
Computational modeling. All simulations were performed using the NEU-

RON simulation environment42 using a 64-processor Beowulf cluster. Data

presented in Figures 1 through 4 are from one reconstructed CA1 pyramidal

cell. An additional reconstructed cell was used to repeat the numerical experi-

ments, yielding qualitatively similar results. The model cells, along with all code

for our simulations, are freely available on the web (http://www.northwestern.

edu/dendrite). A third reconstructed cell, using a separate model of active

dendritic channels was obtained from B. Mel (Univ. Southern California,

http://www-lnc.usc.edu/CA1-pyramidal-cell-model/)17 and used to verify the

results of the other cells.

Passive and active properties of the models. Our models were prepared from

CA1 neurons reconstructed after staining following intracellular biocytin filling

in hippocampal slices from 55–57-d-old Wistar rats. The resulting compart-

mental models included passive membrane properties (Rm ¼ 40,000 Ocm2,

Cm ¼ 0.75 mF cm�2, Ri ¼ 200 Ocm) and three voltage-gated conductances: a

Na+ conductance, a delayed rectifier K+ conductance and two variants of an

A-type K+ conductance, implemented as described14,16. Additional details

regarding the models used here are provided in the Results section and Figure 1.

Synapse distribution. Synapses were distributed throughout the dendritic

arbor of the reconstructed cells, with total of about 27,000 synapses in each

of the first two reconstructed cells. The number and distribution of these

synapses was modeled in accordance with experimental data43. In our study,

only synapses in the distal apical dendrites were activated. Densities of

excitatory synapses were higher in distal stratum radiatum (that is, distal

Schaffer collaterals) than in stratum lacunosum-moleculare (that is, perforant

path). The third cell was larger than the others (straight-line distance from

soma to distal tip approximately 1,100 mm as opposed to 700 mm for the other

two cells) and therefore included more synapses (44,391 total). As a result,

lower percentages of synapses were needed to elicit dendritic spikes and somatic

actions potentials in the third model.
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Figure 8 Coincident Schaffer-collateral stimulation increases spikelet

frequency in response to perforant-path stimulation. (a) Experimental

schematic (left): TTX was applied locally near the cell body throughout the

experiment to block somatic action potentials. Stimulus protocols (right):

perforant path (PP)—three 10-pulse, 100-Hz bursts at 3 Hz; Schaffer

collateral (SC)—single stimuli timed to occur in coincidence with PP

stimulation; simulated Schaffer collateral (simSC)—somatic current injection

designed to elicit depolarizations with identical timing, similar kinetics,
and equal or greater amplitude than the SC stimulation (difference of

exponentials: trise ¼ 2.5 ms, tdecay ¼ 10 ms); simulated perforant-path

(simPP)—somatic current injection with kinetics and amplitude similar to a

single burst of PP stimulation, followed by a 2 nA, 5 ms current injection to

test TTX efficacy. Action potentials were never evoked with this stimulus

during TTX application, even though the stimulus was well above threshold

under control conditions. (b) Responses to various combinations of the

stimuli represented in a. PP + SC elicited spikelets (asterisks and inset) in a

representative neuron. PP + simSC was unable to mimic the effect that SC

stimulation had on PP spikelet production (inset). (c) Summary graph (mean

± s.e.m.) of spikelet frequency in response to PP, PP + simSC and PP + SC

stimulation. **P o 0.0001 (repeated-measures analysis of variance followed

by Dunn’s test with Bonferroni correction, P o 0.01).
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Synapse properties. AMPA receptor–mediated synaptic conductances were

modeled as the difference of two exponentials (trise of 0.2 ms and tdecay of

2.0 ms) with a reversal potential of 0 mV. The conductance of a single AMPA

synapse was set to 0.18 nS, a value chosen because it produced a somatic EPSP

of 0.2 mV when activated at a synapse 50 mm from the soma44.

Schaffer-collateral and perforant-path inputs. Schaffer-collateral input was

simulated as the activation of a percentage of total synapses present in the distal

apical dendrites, approximately 250–500 mm from the soma. On each simula-

tion trial, a percentage of synapses were chosen randomly from the available

pool. For the first two model cells, the total number of synapses (100%

activation) available for distal Schaffer-collateral input were 3,838 and 4,760.

The third cell was larger and had 10,110 synapses available for distal Schaffer-

collateral input. Perforant-path input was modeled as the activation of a

percentage of available synapses in the apical tuft. For the first two cells, these

synapses were situated approximately 500–750 mm from the soma whereas for

the third cell, this distance was approximately 700–1,100 mm. As for the

Schaffer-collateral input, perforant-path synapses were chosen randomly from

the available pool on any individual trial. The numbers of synapses for the three

cells were 2,511, 1,407 and 2,968.

Hippocampal slices preparation. All animal procedures were approved by the

Northwestern University Animal Care and Use Committee. Transverse hippo-

campal slices were obtained from 4–5-week-old male Wistar rats. Rats were

anesthetized with halothane (Sigma-Aldrich), perfused transcardially with ice-

cold artificial cerebrospinal fluid (aCSF) and decapitated. The brain was then

removed from the skull and transverse hippocampal slices (300 mm thick) were

prepared using a vibratome. The extracellular solution used in slice preparation

and incubation (20–30 min at 35 1C) was either standard aCSF (125 mM NaCl,

25 mM dextrose, 25 mM NaHCO3, 2.5 mM KCl, 1.25 mM NaH2PO4,

2 mM CaCl2 and 1 mM MgCl2) or a sucrose-based solution (75 mM sucrose,

75 mM NaCl, 25 mM dextrose, 25 mM NaHCO3, 7 mM MgCl2, 2.5 mM KCl,

1.25 mM NaH2PO4 and 0.5 mM CaCl2). All solutions were bubbled with 95%

O2 and 5% CO2 to maintain a pH of 7.4. Following incubation, but before

recording, slices were maintained at room temperature (22 1C). Three of the

experiments shown in Figure 8 were repeated in aCSF containing higher K+

(3 mM) and lower Ca2+ (1.3 mM with 0.7 mM Mg2+), which enhances

dendritic excitability33. Despite this increase in dendritic excitability, the results

shown in Figure 8 were not affected by ionic conditions.

Patch-clamp recording. Individual slices were held in a small chamber

perfused with aCSF at 1–3 mL min�1 (37 1C) and visualized with an up-

right, fixed-stage microscope (Zeiss Axioscop 2 FS plus) using differential

interference-contrast, infrared video microscopy. Whole-cell current-clamp

recordings were made with a BVC-700 amplifier (Dagan Instruments) and

patch electrodes with an open tip resistance of 3–4 MO. Series resistance

(3–25 MO) and capacitance were compensated using the amplifier. The

intracellular solution contained 115 mM potassium gluconate, 20 mM KCl,

10 mM sodium phosphocreatine, 10 mM HEPES, 2 mM Mg-ATP, 0.3 mM

Na-GTP and 0.1% biocytin. Only cells with membrane potentials less than

�55 mV at the onset of the whole-cell recording were used for experiments. In

most experiments, cells were maintained at �67 mV throughout the experi-

ment with DC current injection as needed. In three of the experiments shown

in Figure 8, however, cells were held at the resting potential (that is, no holding

current); no significant differences in the results were noted.

Synaptic stimulation. Activation of the perforant path and Schaffer collaterals

was obtained with two-contact cluster electrodes (CE2D55, FHC). The Schaffer-

collateral stimulating electrode was placed 100 mm to the side of the cell body of

the recorded neuron and approximately halfway between the cell body layer

and the perforant path (visually identified by the high density of axons). The

second stimulating electrode was placed in the perforant path, 200 mm lateral to

the soma of the recorded neuron. Synaptic stimulation trials were repeated at

intervals of 5–15 s, to minimize effects of activity-dependent plasticity. In initial

experiments, to assess the localization of synaptic stimulation, before transfer-

ring a slice to the recording chamber, we made a longitudinal cut along the

border between stratum radiatum and the stratum lacunosum-moleculare. In a

separate experiment, to rule out the involvement of disynaptic activation, we

made a cut from the CA3/CA1 border to the CA3/granule cell border, thereby

removing CA3. Cuts did not influence the efficacy of synaptic stimulation and

were therefore not used in subsequent experiments.

Drugs. In all experiments, 2 mM SR95531 (Sigma-Aldrich) and 3 mM

CGP52432 (Tocris Bioscience) were added to the aCSF to block GABAA and

GABAB receptors, respectively. In some experiments, 10 mM TTX (Sigma-

Aldrich) was dissolved in aCSF and applied locally using positive pressure

(0.04–0.2 psi) applied to the back of a glass pipette (tip resistance of 3–4 MO)

positioned 10–50 mm from the soma.

Data acquisition and analysis. Data were transferred to a computer during

experiments by an ITC-18 digital-analog converter (Instrutech). Igor Pro

software (Wavemetrics) was used for acquisition and analysis. Electrophysio-

logical records were filtered at 5 kHz and digitally sampled at 50–100 kHz.

Statistical tests were performed using Excel software (Microsoft) or GB-STAT

(Dynamic Microsystems). All results are reported as mean ± s.e.m., and

significance was determined at the P o 0.05 level.

Note: Supplementary information is available on the Nature Neuroscience website.
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