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Properties of Slow, Cumulative Sodium Channel Inactivation in Rat
Hippocampal CA1 Pyramidal Neurons

Timothy Mickus, Hae-yoon Jung, and Nelson Spruston
Department of Neurobiology and Physiology, Institute for Neuroscience, Northwestern University, Evanston, lllinois 60208-3520 USA

ABSTRACT Sodium channels in the somata and dendrites of hippocampal CA1 pyramidal neurons undergo a form of
long-lasting, cumulative inactivation that is involved in regulating back-propagating action potential amplitude and can
influence dendritic excitation. Using cell-attached patch-pipette recordings in the somata and apical dendrites of CA1
pyramidal neurons, we determined the properties of slow inactivation on response to trains of brief depolarizations. We find
that the amount of slow inactivation gradually increases as a function of distance from the soma. Slow inactivation is also
frequency and voltage dependent. Higher frequency depolarizations increase both the amount of slow inactivation and its rate
of recovery. Hyperpolarized resting potentials and larger command potentials accelerate recovery from slow inactivation. We
compare this form of slow inactivation to that reported in other cell types, using longer depolarizations, and construct a
simplified biophysical model to examine the possible gating mechanisms underlying slow inactivation. Our results suggest
that sodium channels can enter slow inactivation rapidly from the open state during brief depolarizations or slowly from a fast
inactivation state during longer depolarizations. Because of these properties of slow inactivation, sodium channels will
modulate neuronal excitability in a way that depends in a complicated manner on the resting potential and previous history
of action potential firing.

INTRODUCTION

Simultaneous patch-pipette recordings from the soma anglified compartmental models of pyramidal neurons,
dendrites have demonstrated that action potentials are typdigliore simulated each of these hypotheses (Migliore,
ically initiated in the axon of hippocampal CA1 pyramidal 1996). He concluded that either mechanism in itself was
neurons. As well as propagating down the axon to theable to qualitatively reconstruct the experimental findings,
synaptic terminal, action potentials also propagate activelynd that there were testable predictions for each mechanism.
back into the apical and basal dendrites (Spruston et al., While empirically investigating the causes of activity-
1995; Callaway and Ross, 1995). Such “back-propagatingdiependent attenuation of action potential back-propagation
action potentials are associated with large dendritic depoin CA1 neurons, we found no evidence in support of the
larizations and increases in intracellular calcium concentrashunting hypothesis (Jung et al., 1997). However, we and
tion. This, in turn, may have important physiological impli- others discovered that sodium channels in the somata and
cations for the neuron. For example, the depolarizatiordendrites of CA1 pyramidal cells do indeed enter a slowly
could influence local synaptic processing by resetting the@ecovering form of inactivation induced by repetitive depo-
membrane potential (Stuart et al., 1997) or provide ararizations (Colbert et al., 1997; Jung et al., 1997; Martina
important postsynaptic signal needed for certain types ohnd Jonas, 1997). The amount of sodium channel inactiva-
associative synaptic plasticity (Debanne et al., 1998; Magegion accumulated with increasing numbers of pulses, until it
and Johnston, 1997; Markram et al., 1997). finally reached a steady-state level. In addition, there ap-
One important feature of action potential back-propagapeared to be differences between the amounts of inactiva-
tion is its activity dependence. During long trains of actiontion reached in somatic and dendritic channels. We termed
potentials, the later spikes are much smaller in amplitudehis type of inactivation “prolonged” inactivation, to distin-
than the earlier spikes and may actually fail to activelyguish it from the conventional “fast” inactivation and be-
propagate (Spruston et al., 1995; Callaway and Ross, 199%)quse its relation to “slow” inactivation was unclear.
Several hypotheses have been put forth to explain the ac- To understand how these neurons function, especially in
tivity dependence of the attenuation of the back-propagatingnhore physiological and complex settings such as neural
action potentials, including both long-lasting sodium chan-etworks, more accurate data on sodium channel activation
nel inactivation or some form of activity-induced shunt of 3ng inactivation are needed. This study was motivated by
the membrane potential (Spruston et al., 1995). Using siMie need to increase our understanding of sodium channel
function in CA1 pyramidal neurons, to constrain new mod-
els of both sodium channels and neuronal activity. In par-
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single-channel models to examine sodium channel gating of Percent inactivation during a train and recovery at tinadter a train

slow inactivation. were computed as in Jung et al. (1997):
) o first — las
Percent inactivatiosr | ————| X 100%
MATERIALS AND METHODS first
Slice preparation (test— lash
Percent recovery (first — lash X 100%
Slices were prepared from 6—10-week-old Wistar rats. No noticeable (first — las

differences were observed in three patches from 4-week-old animals. The
rats were anesthetized with halothane and perfused transcardially wit
ice-cold artificial cerebrospinal fluid (ACSF). Brains were removed in cold
ACSF, blocked for slicing, and placed in the slicing chamber in cold,
oxygenated ACSF. Slices were cut into 3@0+ sections with either a 752 ratio = test/first

Vibroslice (Campden Instruments, Loughborough, England) or a Leica VT

1000s tissue slicer (Leica Instruments, Heidelburg, Germany). Slices wergor all statistical tests, p-value of less than 0.05 was used as a cutoff for
then transferred to a holding chamber filled with oxygenated ACSF andsignificance. All statistics are reported as meaSE. Statistical tests used
stored at 35°C for 30—60 min. Slice quality was stable-fet h. andp-values of tests are reported in the appropriate figure legends.

herefirst and last are the peak current amplitudes from the respective
epolarizing pulses in the train, amelstis the peak current amplitude at
various timeg after the train. Amplitude ratios were computed as

Recordings Modeling

Slices were visualized by infrared differential interference microscopyA kinetic scheme as suggested in Jung et al. (1997) was used as the basis
(Stuart et al., 1993) with a fixed-stage microscope (Zeiss Axioscop; Carfor the models. Simulations of macroscopic currents were obtained by
Zeiss, Thornwood, NY) and a Newvicon tube camera (Dage-MTI, Mich- solving theQ matrix (Colquhoun and Hawkes, 1982) with Mathematica
igan City, IN). Glass electrodes (glass type EN-1; Garner Glass, Clare¢Version 3.0 for Macintosh; Wolfram Research, Champaign, IL) running
mont, CA) were pulled to 4-9 K1 resistance as measured in the bath on a PowerComputing PowerTower Pro 225 (Power Computing, Round
(Brown-Flaming P30 puller; Sutter Instruments, Novato, CA), coated withRock, TX). Voltage-dependent rates were created by using Boltzmann-like
Sylgard to reduce electrode capacitance, and fire-polished. All recordingequations of the form
were made in the cell-attached patch-clamp mode at temperatures of
34-37°C. Seals were made under visual control on either the somata or Vip—V
apical dendrites of hippocampal CA1 pyramidal neurons. Seal resistances o= A/ 1+ex ok
were greater than 2 G.
(see Table 1 for rates and further explanation). To ensure that microscopic
reversibility was obeyed in the model, three of the rates were allowed to
Solutions vary as functions of the other rates. Because of the large number of free
parameters in the model, the rates were varied and determined by a

ACSF contained (in mM) 125 NaCl, 2.5 KCI, 25 NaHGQ.25 NaHPO,, trial-and-error approach, to best approximate the empirical data (some

1 MgCl,, 2 CaCl, 25 dextrose. The ACSF was bubbled with a 95%46@
CO, gas mixture to oxygenate the solution and provide a pH of 7.4. The
pipette solution contained (in mM) 120 NacCl, 3 KCI, 10 HEPES, 2 GaCl

1 MgCl,, 30 tetraethylammonium chloride (TEA), and 5 4-aminopyridine TABLE 1 Parameters used in sodium channel model 2
(4-AP) (pH 7.4) with NaOH.

Transition C O Lt lsiow
L. . Cto 2900 335 0.44 A (s
Data acquisition and analysis _o8 —47 —48  V,,(mV)
. . . 5 9 6  k(mv)
Voltage-clamp recordings were made using PC-ONE patch-clamp ampli- 0
' - i ) 2889 333 0.44 ap (s7Y
fiers (Dagan Instruments, Minneapolis, MN). Currents were filtered at 1
; . : to 300 3200 1800
kHz and sampled at 50 kHz. Data were acquired with Macintosh PowerP _10 _47 “30
computers and an IT-16 interface (Instrutech, Great Neck, NY) and Pulse _10 4 6
Control software (Dr. Richard Bookman, University of Miami) written for 81 3200 1788
Igor Pro 3.0 (WaveMetrics, Lake Oswego, OR). Leak and capacitiveI to B 1 .
currents were subtracted online by PA) subtraction. Unless otherwise st
. . L . — 0 —
mentioned, all pulses are 2 ms wide and 50 mV depolarizing in amplitude
. . . - ) — —900 —
relative to the resting potential. Patches were held at the resting potential
; h . 0.0015 0.50 2.0
for at lea$ 5 s between pulse trials to prevent accumulation of channels i
. > ow — 0.47 0.3
inactivated states. In some experiments the patches were held hyperpola*
. ) ) — —58 —100
ized fromV,.,between trials for at least 5 s. However, there did not appear
to be any difference between experiments conducted with either restin o -10 —30
y P 9 9.7% 10°° 0.0014 0.01

potential or hyperpolarized holding potentials. Pulse protocols were alsa
often carried out in a semirandom order so that there would be no stimulusvoltage-dependent rates between states were modeled using Boltzmann-
or time-related artifacts. Currents were examined carefully for signs oflike equations of the fornae = A/(1 + exp(V,, — V)/K)), whereA is the
rundown over the course of the experiment. If the response to the first pulsmaximum ratey is the membrane potential, ,, is the potential at which

was ever less than 75% of the peak current at the start of the experimerthe function equals half the maximum rate, &nid inversely proportional

then the trace was rejected. Finally, in many experiments whole-celto the steepness of the voltage dependence. In the @bie the rate at 0
configuration was achieved after the experiment, ¥pd was determined  mV. Parameters that best fit the data were determined by a trial-and-error
to vary from =56 to =79 mV (=71 = 0.7 mV, n = 46 of 177 total method. To obey microscopic reversibility, some transitions were allowed
patches). to vary as functions of the other transition rates (indicated by —).
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initial rates taken from Patlak, 1991). The criteria for fitting the experi- Recovery from prolonged inactivation has an
mental data were the percent inactivation induced by a 20-Hz train Ofexponential time course

pulses, the time constants of recovery after a single short pulse and a train
of depolarizing pulses, and the percent inactivation between the first an¢\ny type of Iong-lasting inactivation of sodium channels
;fglzr:;epd“'ii‘;itzcei?:n;ram (used as an indicator of the rate of entry inta, ) atfect the ability of a neuron to fire action potentials and
The overall conductance of the model was determined by multiplyingthere‘co_re could affect how the neuron will integrate subse-
the open probability by a linear conductance equal to 150 pS (representinguent inputs to produce an output. Because the prolonged
100 channels with a single-channel conductance of 15 pS; Magee anghactivation we have described could influence the avail-

Johnston, 1995). Currents were then determined by multiplying this Con'ability of sodium channels Supporting action potential gen-

ductance by the change in driving force for sodium induced by the voltage . back . dendri . .
protocols, with the reversal potential for sodium set-&6 mV (assuming eration or back-propagation into dendrites, it was important

an internal sodium concentration of 10 mM). to determine the time course of recovery from this activity-
induced inactivation. Fig. A shows an example of the
recovery time course from a 20-Hz train of depolarizing
RESULTS pL_JIses in a dendritic recording 120m _from the soma.
Eighteen single traces have been overlaid to demonstrate the
The data in this study were obtained from 177 cell-attachedime course. While 50% of the inactivated current recovered
dendritic and somatic recordings. As we have previouslyin less than 1 s, the remaining inactivated current in this
shown that these are tetrodotoxin-sensitive currents (Jung gltch required 4.5 s to fully recover. The summary data in
al., 1997), they will be referred to as sodium currents. Therig. 2 B show that, on average, recovery is a slow process
pulse protocols used were designed to mimic the types ahat appears to be exponential in nature. Fitting the data with
depolarizations that the channels would experience during single exponential revealed a time constant of 863 ms.
action potential firing. We found no noticeable difference This value is several hundred times greater than the time
between dendritic and somatic resting potentials, which igonstant usually measured for recovery from the typical
consistent with previous work (Spruston et al., 1995).  “ta5t” inactivation. It is also interesting to note that there
appears to be a slight potentiation of the sodium current for
recovery times greater than 4 s. As there does not appear to
Prolonged inactivation increases with distance be a relationship between recovery and recording site (see
from soma Fig. 1 C), these results should apply to sodium channels at

) all somatic and dendritic locations.
We and others have previously reported that the amount of

prolonged inactivation that occurs during a train of voltage

commands is significantly different for sodium channels of

the apical dendrites than for somatic sodium channels (ColAmount of prolonged inactivation and its
bert et al., 1997; Jung et al., 1997). However, it was unt+ecovery are frequency dependent
known whether there was a smooth transition between sqs

. o ) . OBecause sodium channel inactivation, and therefore neuro-
matic and dendritic channels, or if there was a more discrete

jump in prolonged inactivation of the channels. To betternal excitability, may be very different depending on a neu-

determine this transition, recordings of prolonged sodium 0" S Previous firing history, we investigated the effects of

channel inactivation were made from somata and apica‘rfl range of physiological fir_ing frquencigs on induction and
dendrites at distances of 10—30én from the soma. Fig. 1 recovery from prolonged mgctlvgtlop. F|g.E$shows that.

B shows the percentage inactivation induced by a 20-H£he amoun_t OT prolopged |nact|vat|qn during a trg_m n-
train of depolarizing pulses plotted as a function of recorg-creased with increasing frequency in both dendritic and

ing location. Although there is some scatter to the distriby-S°mMatic sodium channels. The rate of accumulation in the

tion, the overall shape is a smoothly increasing function thaProlonged inactivated state also increased with frequency.
begins to plateau at200 um. The data were fit by a single During a 20-Hz train of pulses, the average agcumula_tlon
exponential with a distance constant of 426. In contrast ad a time constant of 124 ms; for a 50-Hz train, the time
to the inactivation data, Fig. € shows that there is no constant was 51 ms (data not shown; see Figh Sor
relationship between distance and recovery from inactivalndividual examples). The recovery data shown in Fig 3
tion. We also found, in accordance with the results ofindicated that increasing frequency leads to a statistically
Magee and Johnston (1995), no evidence for a nonuniforrgignificant faster recovery from prolonged inactivation in
distribution of sodium channel density (data not shown).dendritic sodium channels. These results are surprising be-
We used the distance information to constrain the subsecause a single prolonged inactivated state cannot lead to
quent experiments by making dendritic recordings betweedlifferent recovery time courses, even after entry at different
100 and 18Qum from the soma (with the majority occurring rates. Therefore, these data suggest the possible existence of
between 120 and 16@m). The amount of inactivation at least one othgorolonged inactivated state with a faster
induced by a 20-Hz train is-60% in this region, which is recovery, which is induced preferentially by higher fre-
enough to be readily visualized and analyzed. guency stimuli (see Discussion).
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FIGURE 1 Prolonged inactivation but not recovery of sodium currents depends on recording lodgtisrcafmera lucida drawing of a representative
CA1 pyramidal cell. Recordings were made from somata or primary apical dendrites between 10 amd 866 the soma.E) Percentage inactivation
and () percentage recovery at 500 ms after a 20-Hz train of pulses plotted against recording |@®@abemdritic recordingsg, n = 67 cells;C, n=

54 cells).O, Somatic average valueB,(n = 7 cells;C, n = 4 cells; error bars are SE). The curveBiis fit by a single exponential function with a distance
constant of 12um. The line inC is a linear regression through the data (slepe 9.2 X 1074, r% < 3 X 10 °). Somatic data were weighted appropriately.
Insets inB are averaged sodium currents from dendritic patches atm {average of four sweeps) and 3@fh (average of nine sweeps) from the soma;
the scale bar is the same for each. Command pulses were 2-ms-wide, 50-mV depolarizations.

Recovery from prolonged inactivation is cant decrease in the amount of prolonged inactivation. How-
voltage dependent ever, holding dendritic patches at depolarized potentials did

Considering that the membrane potential could fluctuat not affect prolonged inactivation, nor was there any statis-
9 b E{ically significant effect of holding potential on inactivation

considerably in vivo (Soltesz and Deschenes, 1993; Ka- . :
mondi et al., 1998b), it is important to determine WhetherOf somatic sodium channels. )

the degree of prolonged inactivation and recovery from The e_ffect_ of_hol(_jmg potential on recovery from pro-
prolonged inactivation are voltage dependent. While examl_ongec! Inactivation IS more dramatic (Fig.@). Holding i
ining the effects of holding potential, we varied the com-Potentials hyperpolarized 10 mV or more from the resting
mand step size to reach the same absolute membrane p%c_)tentlal promoted recovery of dendritic sodium currents
tential for all holding potentials (Fig. A). In this way, we significantly, whereas depolarized potentials had no effect
tried to eliminate the possibility that differences in driving ©n recovery from prolonged inactivation. The effect of
force or absolute command potential might confound theholding potential on somatic recovery was not statistically
effects of holding potential. As shown in Fig.B} holding  significant, but displayed a trend similar to the effect on
potential had only a small effect on entry into prolongeddendritic recovery. Although hyperpolarized potentials did
inactivation in dendritic sodium channels. Holding dendritic not cause large differences in prolonged inactivation from
patches at potentials hyperpolarized by more than 10 mV tthe resting potential, they could, because of the enhance-
the resting potential led to a small but statistically signifi- ment of recovery, change the availability of sodium chan-



850 Biophysical Journal Volume 76 February 1999

140
120q

100
80
60 —
40 -
20
0

Percent recovery

Time after train (sec)

FIGURE 2 Time course of recovery of dendritic sodium channels from prolonged inactivation induced by a 20-H&)tEighteen overlaid traces from

the same dendritic patch demonstrating the recovery time course. Each trace is a single trial, which includes a 20-Hz train followed by a rgndsery test

at a variable interval. Each trace is normalized to the current of the first response in the train (peak ranged from 58 to 100 pA) to better demonstrate th
recovery time course and to control for sweep-to-sweep variation. This particular set was from a dendritic recordingfdd@ the soma and had an

average inactivation of 71%. Note that the inactivated sodium current does not fully recover until 4.5 s after thB)tBumrpary data for recovery of

dendritic sodium channels from prolonged inactivation. Numbers of cells tested at each recovery time point are indicated above each dataqmoint, and e
bars are the SE. The solid curve is a single exponential fit of the data, having a recovery time constant of 863 ms. The dashed line at 100% recovery is
for reference. Command pulses were 2-ms-wide, 50-mV depolarizations.

nels considerably. These results suggest that the locdlo confirm that the enhancement of recovery by large
changes in membrane potentials caused by spatially resommand potentials is not due to the size difference of the
stricted inhibitory or excitatory synaptic inputs could mod- test command potential, in the experiment in FigC5the
ulate the availability of dendritic and somatic sodium channelssame size test pulse (70 mV for both) was preceded by

The amplitude of dendritic action potentials is usually different size trains. It is clear that prolonged inactivation
smaller than those at the soma and is highly variableinduced by the larger command potential had a faster re-
depending on location and prior activity (Golding and covery, even with a constant test pulse. The effect of step
Spruston, 1998; Spruston et al., 1995). Varying the size o$ize on recovery from prolonged inactivation is similar in
voltage could therefore be another way to affect the degresomata and dendrites; the effect of step size could cause the
of prolonged inactivation and to modulate the excitability of availability of sodium channels in dendrites and somata to
dendrites differentially from that of the soma. In this regard,differ, because action potential amplitudes generally are not
we examined the effect of various command step sizes oaqual in these regions (Golding and Spruston, 1998; Sprus-
the induction of prolonged inactivation and its recovery atton et al., 1995).
the resting potential. As shown in Fig.A& different step
sizes did not have any effect on the degree of prolonged
inactivation in dendritic or somatic channe_ls. Sl.err.Ismgly’Prolonged inactivation is induced by a single
however, the recovery from prolonged inactivation in-, . -

L . . brief depolarization

creased significantly as command step size was increased in
dendritic and somatic patches (Fig.B. This result is We have shown previously that prolonged inactivation is
unexpected if we assume only one prolonged inactivatiordistinct from conventional fast inactivation of sodium chan-
state. Therefore, it provides further evidence of more thamels (Jung et al., 1997). However, the exact difference in
one prolonged inactivation state (see Discussion). In theecovery time course of these two types of inactivation has
experiments shown in Fig. B, andB, the size of the 20-Hz not been investigated in CAL1 pyramidal cells. To examine
train and the test pulse 500 ms after the train were the saméhe time course of recovery more closely, a two-pulse pro-
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FIGURE 3 Effects of stimulus frequency on prolonged inactivation and "'GURE 4  Effect of holding potential on prqlged inactivation and
recovery from prolonged inactivationA) Current responses to 10- and 'ecovery from prolonged inactivation in dendritiZ) and somatic [(J)
50-Hz depolarizing trains demonstrating frequency effects on prolonge§UrTents: &) Protocol used foB andC. Control data were obtained from
inactivation. The 50-Hz train has greater inactivation (81% compared td"€ resting potential(..), and the command step size was varied accord-
49% at 10 Hz) and a faster rate of accumulation of prolonged inactivationind t0 the holding potential to reach the same absolute membrane potential
Traces are averages of four responses, both from the same dendritic pattfdicated by thaipper dotted linpas the control.&) Percent inactivation
(151 wm from the soma).B) Summary data of percent inactivation during at the end of a 20-Hz train of 2-ms depolarizations in dendritic and somatic
a train of the given stimulus frequency. Dendriticl and somatic %) channels is plotted for different holding potentials. Numbers of cells tested
percent inactivation increases with pulse train frequency. Linear regres! €ach holding potential are indicated above each bar, and error bars
sions of both somatic and dendritic data have slopes that are significantl{EPresent SE. A one-way ANOVA on somatic data supports the null
different from zero (dendritic slope 1.15; somatic slope 0.56; Student’s ypothesis that there is no significant difference among somatic groups.
t-test that slopes do not equal zero: dendritie; 7 X 10~% somaticp < Holding dendritic patches at depolarized potentials does not affect pro-
5 x 1079). Numbers of cells tested at each frequency a’re indicayted aboviPnged inactivation. Statistical tests showed that dendritic data held at more
each bar, and error bars are the SE) Summary data of recovery from than 10 mV hyperpolarized to the resFing potential differed significantly
inactivation induced by a train of the given stimulus frequency. Dendritic ToM the control (*, one-way ANOVA with Tukey'stest,p < 0.001). €)
(@) but not somatic[(]) percent recovery at 500 ms increases with pulse Rec_overy f_rom proI_onged |na_ct|vat|0n in dendrites and somata plotted
train frequency. Linear regression of the dendritic data has a slope valu@9@inst various holding potentials. Data were collected from the same cells
that is significantly different from zero (dendritic slope0.44; Student's ~ S inB. A one-way ANOVA shows that there is a significant difference
t-test that slopes do not equal zero: dendritie; 0.01). Command pulses 2MONg the dendr_mc groups, whereas no significant difference appears
were 2-ms-wide, 50-mV depolarizations. Numbers of cells tested at eacAMONg the somatic groups. A Tukeytsest was performed for dendritic
frequency are indicated above each bar, and error bars are the SE. groups and showed that holding potentials hyperpolarized 10 mV or more
from the resting potential promoted recovery significantlyg*< 0.005).
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A tocol with brief depolarizations was used. FigAGhows, in
100— Slope test: a typical patch,_ the recovery time course from mactl_vatlon
dendritic p > 0.05 induced by a single 2-ms depolarizing pulse, and Fi@. 6
go| O somaticp>0.05 shows the pooled data from 22 cells. The group data were
15 fitted by a double exponential. Although there were points

that deviated in the short interpulse intervals, the biphasic
recovery had a fast time constant of 2.0 ms and a slow time
constant of 1.2 s. This result demonstrates that a significant
fraction of sodium channels enter a slowly recovering inac-

tivated state, even after a single brief depolarization.

Percent inactivation

; Prolonged inactivation and slow inactivation
Step size (mV)

B “Slow” inactivation of sodium channels has been reported
100 Slope test: by many investigators in various preparations (Narahashi,
80 dendritic p < 0.05 * 1964; Rudy, 1978; Fleidervish et al., 1996). It has typically

O somatic p<0.05* been induced by a long, sustained depolarizatioq0

ms), because its onset and recovery were known to occur on
a several-second time scale (Fleidervish et al., 1996; Feath-
erstone et al., 1996; Ruff et al., 1988). In some cases, slow
inactivation has been reported to be inducible by shorter
(~20-350 ms) depolarizations (Starkus and Shrager, 1978;
Rudy, 1981; Quandt, 1988); however, it is not known

whether slow inactivation can be induced by more physio-
60 7'0 80 logical stimuli, such as even briefer depolarizations, or
Step size (mV) trains of depolarizations. To test whether the biophysical
identity of inactivation induced by brief depolarizations is
the same as slow inactivation induced by longer depolar-
izations, a series of experiments were performed.

First, the rate of entry into the slow inactivation was
examined by varying the duration of prepulses (Fig. 7). The
amount of inactivation increased as a function of prepulse
duration, as shown by the superimposed current traces in
Fig. 7 A. The inactivation process was well fit by a single
500 ms exponential, and the time constant for the entry into slow

inactivation was 390 ms (Fig. B). Note, however, the
FIGURE 5 Effect of command potential on the prolonged inactivation additional fast component of entry, as even the shortest
and its recovery in dendrite#j ang somatal(]). All c?ata wgere collected prepu_lses exhibit-20% inactivation. For the sub_sequent .
at the resting potentialAj Prolonged inactivation in dendrites and somata experiments, we chose a 500-ms prepulse duration, as this
induced by 20-Hz trains of 2-ms depolarizations of different sizes. Num-induced near-maximum slow inactivation. Fig. 8 shows the
bers of cells tested at each command potential are indicated above each btime course of recovery from inactivation induced by a long
o oy S e e o s e epOIaiEing prepuise The tet pise duration (2 ms) anc
?srgmnz;icf;gzl 0.02,ydendriticr2 < 5 X 10°%. (B) Recovery from pro- ste_p_ slze (70 mv) were the same as thOS? in Fig. 6, to
longed inactivation induced by different sizes of command potential. Saméacmtate a direct comparison of the recovery time course for
cells as inA. Linear regression of the data indicates that slopes areinactivation due to long or short prepulses. FigA&em-
significantly different from zero in both dendrites (slope0.6,p < 0.001)  onstrates the recovery time course from inactivation in-
and somata (slope 1.3,p < 0.001). C) Effect of command potential size  dyced by a long (500 ms) depolarization in a typical den-

in the train on the recoveryeft, Current evoked by a 70-mV step during . : i
a train with a test pulsRight Current evoked by a 90-mV step during a dritic patch. The pooled data from nine dendritic patches are

train with a 70-mV test pulse. Both traces are the average of four responsgﬂ'own in Fig. & and fit with a double EXponent_'al- The fast
from the same dendritic patch (140n from the soma) and are scaled by time constant was not considered to be meaningful because

its first peak (23 and 30 pA, respectively) in the train for better comparisonthe shortest interpulse interval used to obtain the disita=(

of its recovery. 40 ms) was longer than this fast time constant. The slow
time constant of thislouble exponential was very similar to
the slow time constant in Fig. 6 (1.3 s versus 1.2 s), suggesting
that prolonged inactivation and slow inactivation may be the
same phenomenon.

60 —

Percent recovery at 500 ms

O
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FIGURE 6 Time course of recovery of dendritic sodium channels from inactivation induced by a single brief depolaripEaghteen overlaid traces

from the same dendritic patch demonstrating the recovery time course from inactivation caused by a brief depolarizing prepulse. The lower traces are
expansions of the first 20 ms of the upper graphs. The diagram above the lower traces shows the two pulse protocol used to obtain the recovery time course
Each pulse is a 2-ms-long, 70-mV step from the resting potential separated by a variable interpulse Atjeamelié the average of two to nine raw traces,

scaled by its first peak (ranging from 13 to 18 pA) for the better demonstration of recovery. This particular set was recopcradrb4d the soma.R)

Group data for the recovery time course. Ratio of the first to the second peak current is plotted as a function of interpulseAijtandlifif with a
double-exponential function, shown as a solid line. The lower graph is the enlargement of the first 20 ms of the upper graph. Each point is the average of
more than seven cells; the error bars indicate §F,, and ;.. represent time constants for recovery from slow and fast inactivation, respectively.

In the third experiment, we tested the above hypothesisterpulse interval was long enough (48 ms) to allow a slight
by comparing the amount of inactivation that occurs duringrecovery of some sodium channels from the slow inactiva-
a train of pulses with and without a long depolarizing tion state. To control for this, we increased the frequency to
prepulse. We reasoned that if the two processes are distin@&d0 Hz. Fig. 9B shows that no further inactivation occurred
then it should be possible to see both slow inactivation anadver the course of the train after the prepulse. Rather, the
further inactivation that occurs over the course of the traininward currents stayed relatively constant (with some initial
A 1-s, 70-mV depolarizing prepulse was used to inducerecovery toward the control steady-state level) and smaller
slow inactivation of the sodium channels, followed by thethan the control steady state. These data, together with the
train protocol. A 40-ms interval between the long pulse andesults from the experiments of Figs. 6 and 8, indicate that
the train allowed for recovery from fast inactivation. In Fig. the “prolonged” inactivated and “slow” inactivated states
9 A, a 20-Hz train of pulses was compared with and withoutare indistinguishable in the experiments that we have con-
a prepulse. Without the prepulse the sodium current inactiducted (see Discussion for details).
vated over the course of the pulse train until a steady state
was reached. When the prepulse was given before the train,
the current was initially smaller than the steady stateM
reached during the control train and actually recovered over
the course of subsequent depolarizing pulses, until it finallyTo test further whether a distinction should be made be-

reached a level nearly equal to the control steady state. tween prolonged inactivation and slow inactivation, we
A possible explanation for the observed recovery of theattempted to simulate the experimental data by using a
channels during the 20-Hz train after the prepulse is that thenodel with a single slow inactivation state. Two possible

odeling of slow and fast inactivation



854 Biophysical Journal Volume 76 February 1999

A

500 ms 2ms

,/ At //

10 pA

500 ms

200 ms

W

1.0 o

o o
(o] o0
1

Test / Prepulse
o
~
|

0.2 —

0.0 -

! | | 1
0 1000 2000 3000 4000
Interpulse interval (ms)

Test / Prepulse

FIGURE 8 Time course of recovery of dendritic sodium channels from
inactivation induced by a long depolarizatioA) Ten overlaid traces from
the same dendritic patch, demonstrating the recovery time course from

00 I I I I 1 inactivation caused by long depolarizations. The protocol used is shown at
200 400 600 800 1000 the top of the traces. The duration of prepulse and test pulses was 500 ms
Duration of prepulse (ms) and 2 ms, respectively, separated by a variable recovery tht)e Each

trace is the average of two to six traces collected in one dendritic patch
FIGURE 7 Slow entry into inactivation in dendritic sodium channels. (140 um from the soma) and scaled by its first peak (ranging from 14 to
(A) The top four traces indicate the voltage protocols used for the four24 pA). B) Group data for the recovery time course. The ratio of first to
superimposed responses below. The duration of each prepulse was variea,cond peak current is plotted as a function of interpulse intestalapd
and the amount of inactivation was measured by the 2-ms test pulse aftditted with a double-exponential function, shown as a solid line. Each point
a 40-ms recovering interval (70-mV step). Each trace is the average of fous the average of two to nine cells; the error bars indicate1gE, is the
to six responses collected in the same dendritic patch (iilfrom the slow inactivation time constant. Error bars that are not visible are smaller
soma). B) Pooled data for the time course of entry into inactivation. The than the symbol.
ratio of test to prepulse peak current is plotted as a function of prepulse
duration (At was varied from 10 ms to 1 s) and fitted with a single
exponential shown as a solid line. Data were collected from four cells, and

each point represents the average of four to six responses in a dendritigr details). In general, the parameters choosen for the rate

patch.7 is the time constant for induction of slow inactivation. constants were varied in a trial-and-error approach, so that
the resulting rates lead to currents with the appropriate
kinetics for both fast and slow inactivation.

channel gating schemes are shown in Fig. 10. These gating We originally suggested a simple four-state model with
schemes have been depicted in such a manner as to provithe gating scheme shown in model 1 of Fig. A@QJung et
information about connections between the channel stated., 1997). The four states, closed (C), open (O), fast inac-
and how the transitions are likely to occur. The rate condivated (k.s), and slow inactivated {},,), are all linked,
stants of all transitions are voltage dependent, with transiallowing the L, state to be reached from any other state
tions moving toward the top of the figure (in the direction of (see also Ruff, 1996). There are two particularly important
the center arrowy promoted by depolarization and transi- features of this model. First, thed, to C transition is
tions moving toward the bottom of the figure promoted byenhanced by hyperpolarization, which explains the experi-
hyperpolarization (see Table 1 and Materials and Methods)nental observation that hyperpolarization accelerates recov-
These diagrams are scaled in the vertical direction proporery (Jung et al., 1997; Colbert et al., 1997). Second,4he |
tional to the free energy difference between the closed stat® I, transition is enhanced by depolarization, which we
and the other states at 0 mV and 37°C (see legend of Fig. 1@riginally proposed as a possible explanation for the large
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after 30-mV hyperpolarizing pulse for 452 ms: 87 7%,
HI”“ “H”"”H n = 5; model 1 predicts 101%).

A second simple model was also tested (model 2 of Fig.

A
I 10A). Like the first model, transitions can occur between all
four states, and hyperpolarization leads to an increased
recovery from slow inactivation by increasing thg, to C
transition. Model 2 differs, however, in that depolarization
promotes entry intog|,,, from I, instead of the reverse.
10 pA Even with this different transition scheme, this second
model is able to reproduce the basic findings in a manner
comparable to that of model 1 (Fig. B) right). Model 2
nearly matches the empirical data in both the rate of accu-
mulation and the amount of steady-state current during a
B 20-Hz train. The rate of recovery from slow inactivation
induced by the train is approximately the same as the
“l“"“mmmm empirical data and model 1 (model 2 recovery 800 ms)

and can be accelerated by a hyperpolarizing pulse (model 2

predicts 102%).
The experiment that best distinguishes between the two
models is shown in Fig. 1@, in which we simulate the

500 ms

prepulse experiment of Fig. 9. The responses of each model
10 pA to this protocol are shown in the upper panels of FigC10

300 ms Unlike the results from Fig. 9, model 1 exhibits consider-

able slow inactivation during a train even after a 1-s pre-

pulse. Model 2, however, qualitatively demonstrates the
FIGURE 9 Long depolarizing prepulses prevent further prolonged inacbehavior of the experimental data, showing recovery of the
tivation of dendritic channels. Pulse protocols are shown above each set gfurrent during the train of depolarizing pulses (compare to
traces. A) Occlusion of prolonged inactivation at 20 Hz. The control 20-Hz Fig. 9 A). This indicates that model 2 may be a more

train shows 57% inactivatiorlef), but after a 1-s-long, 70-mV depolar- 416 representation of the channel gating than our orig-
izing pulse (ight), the current shows some recovery from the effects of the

prepulse. The control and prepulse traces each are the averages of thr'&,fflI model (quel 1)- . ]
responses.B) Occlusion of prolonged inactivation at 50 Hz. The control ~ The underlying mechanism that leads to the differences

50-Hz train has 68% inactivatiofeft) and slight recovery after a 1-s-long, between the two models is seen in the middle panels of Fig.
70-mV depolarizihg prepulseight). Contrc_)l an_d prepulse traces each are 1( C, in which the fraction of channels in both thf@s! and
the averages of eight responses. RecordingsandB were from the same I states are plotted over the course of the prepulse
patch, 160um from the soma. slow ~ !
experiment. Model one enters thg | state more readily
than the },,,, state, and(l,,) remains smaller throughout
the long prepulse. Model 2 initially enters thg.) state
steady-state current observed in somatic patches (Jung et gireferentially, butf(l;,) begins to decrease after2 ms.
1997). Simultaneously,f(ly,,.) increases and eventually crosses
As patches may contain both slowly inactivating andover thef(l;,s) curve at~200 ms, reflecting the tendency of
non-slowly inactivating channels, those patches that havéhe model to leave the,l; state for the J,,,, State during
sodium currents that demonstrate the greatest inactivatiodepolarizations. Eventually, a larf(g,,.,) value is reached,
are likely to contain a more homogeneous population ofwhich actually decreases during the train of short pulses.
slowly inactivating channels (see Discussion). We thereford8oth models also show an initial rapid transition from the
attempted to model the most extreme cases of slow inactbpen state to both the,l; and L, States, which can be
vation recorded from dendritic patches stimulated at 20 Hbetter seen in the bottom panels of Fig.@0This suggests
(indicated by thedashed linesn Fig. 10). As can be seen that dendritic sodium channels could reach a “decision
from the dashed line in Figure 1B (left), the rate of point” at O, in which the majority will enter;]s, but some
accumulation of slow inactivation, as well as the amount ofproportion could also enteg],,. This direct entry intod,,,
inactivation at the end of the train, is similar to that from theis largely responsible for the first time constant observed
dendritic channel data. In addition, the recovery time conwhen the |, curve is fit by a two-exponential function
stant for this model is reasonably close to the empirical datér, = 0.52 ms,A;, = —0.34; 7, = 459 ms,A, = —0.68).
(model 1 recovery = 805 ms; compare to 863-ms recovery The more direct route to,l,, from O is probably particu-
7 of Fig. 2). This model also predicts the acceleration oflarly important in vivo, where fast transient depolarizations
recovery from slow inactivation by a hyperpolarizing pulse (such as action potentials) are much more likely to occur
given during the recovery period, similar to that seen inthan prolonged large depolarizations. The direct Osjg;!
Jung et al. (1997) (data not shown; percentage recoveryansition also indicates that at least some of the observed
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FIGURE 10 A simple gating model can reproduce many of the experimental regylfEh¢ original proposed model, from Jung et al. (1997) (model

1), and a variant of the model (model 2). C is closed, O is opgnid fast inactivated, and,},, is slow inactivated. The direction of the arrows is such

that an upward direction is a transition promoted by depolarization, and a downward direction is a transition promoted by hyperpolarizatiodeBoth mo

are scaled in the vertical direction by the change in free energy between C and the other states at 0 mV, such that the length of the center vertical arrow
represents-5 kJ/mol. Hence the diagram provides information only about the relative proportions in various states at equilibrium. For actual rates, consult
Table 1. The scaling was done using the equai@h= —RT In(K), whereAG is the free energy difference relative to Bjs the gas constant; is the
temperature, anH{ is the ratio of the forward and backward rate constants (at 0 mV). Note that the models differ in the locagjgprefdtive to |,

(B) Models 1 and 2léft andright, respectively) both demonstrate induction of slow inactivation during simulations of a 20-Hz train of depolarizing pulses.

The recovery pulse shown is 500 ms after the end of the train. Both models recover from the inactivation on a time course similar to that of the empirical
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“fast” inactivation of sodium channels actually may bein spike frequency adaptation and termination of action
direct entry of channels into a slow inactivated state frompotential bursts. However, whether slow inactivation actu-
the open state. That model 2 simulates the prepulse expeatly occurs in vivo has been questioned because of its usual
iment better than model 1 suggests that transitions from thanduction by long, sustained depolarizations, which may
fast inactivated state into the slow inactivated state occurarely occur under normal physiological conditions in the
during prolonged depolarizations and that this is a bettebrain. Typically, the time scale of onset as well as recovery
model of the gating mechanism than our original model.is regarded to be several seconds (Toib et al., 1998; Ruff et
These results also suggest that a single slow inactivateal., 1988; Featherstone et al., 1996). However, some other
state is sufficient to explain the majority of our experimentalstudies predicted a faster onset of slow inactivation relative

results (but see Discussion). to its recovery, because a shorter prepulse (19-350 ms)
could induce slow inactivation (Quandt, 1988; Rudy, 1981).
DISCUSSION The question of whether slow inactivation can be induced

by physiologically realistic stimuli such as a very short
We investigated the properties of prolonged inactivationdepolarization or a train of depolarizations is critical to
which has been shown to mediate activity-dependent atterrevealing the physiological role of slow inactivation but has
uation of back-propagating action potentials in dendrites ofemained unanswered for neurons.
CA1 pyramidal cells. Because we were interested in the A form of inactivation, described by us and others (Jung
more physiological aspects of prolonged inactivation, ouret al., 1997; Colbert et al., 1997; Martina and Jonas, 1997),
protocols were designed to mimic physiologically realisticwas found to be induced by a train of depolarizations and
stimuli and conditions. The major findings of this study arehas an accumulative property. We called this “prolonged
as follows: 1) prolonged inactivation of sodium channelsinactivation” for two reasons. First, its onset appeared to be
increases along the somato-dendritic axis, but reaches fast compared to its recovery. Second, it was an open
plateau beyond-200 um; 2) induction and recovery from question whether this form of inactivation is basically the
prolonged inactivation in dendritic channels increase as aame as slow inactivation, considering that no studies of
function of stimulus frequency; 3) recovery from prolongedslow inactivation had been performed in CA1 pyramidal
inactivation in dendritic and somatic channels increases aseells. Two experimental findings in this study indicate,
function of command voltage; 4) recovery of dendritic however, that prolonged inactivation is functionally indis-
sodium channels after repetitive depolarizations is accelettinguishable from slow inactivation. First, both brief and
ated at hyperpolarized holding potentials but not changed dbng pulses induce a slowly recovering form of inactivation
depolarized holding potentials (relative ¥.s); 5) pro-  with a very similar recovery time constant (compare Figs. 6
longed inactivation in dendritic channels can be induced byand 8). This result suggests that short or long depolariza-
a single brief depolarization; and 6) most of the data can béions lead dendritic sodium channels into the same inacti-
simulated by a simple single-channel model that has a singleation state, which is slow to recover. Second, prolonged
slow inactivation state. inactivation is prevented by a preceding long depolariza-
tion, which drives channels into the slow inactivation state.
Because even a 50-Hz train does not exhibit prolonged
inactivation after a sustained depolarization (Fig. 9), it
Slow inactivation of sodium channels, which is distinct appears that sustained depolarization may drive sodium
from conventional fast inactivation, has been studied in a&hannels into the same inactivation state as a train of
variety of preparations, including skeletal muscle, squiddepolarizations.
giant axon, and neocortical neurons (Rudy, 1978; Ruff et Furthermore, we were able to simulate most aspects of
al., 1988; Fleidervish et al., 1996). In skeletal muscle, slowour experimental data by using a model with a single slow
inactivation has been suggested to regulate the availabilitinactivation state. Therefore, we feel it is most appropriate
of resting sodium channels and to underlie differences ino adopt the more common term “slow inactivation” in favor
fast- and slow-twitch muscles (Ruff et al., 1987). In neuro-of “prolonged inactivation.” This term is appropriate for
nal preparations, Fleidervish et al. (1996) suggested its rolboth historical and logical reasons. First, several properties

Slow inactivation versus prolonged inactivation

data (model 1 recovery = 805 ms; model 2 recovery = 800 ms). (nset§ The first currents from the train at an increased time scale, to demonstrate
the kinetics of the current. The dashed lines show the fit of three dendritic patches with the slowest inactivation during a 20-Hz train. Tharleéfsideb

to train simulation for both models, and the right sidebar refers to both in€3tdddels 1 and 2 differ in response to a long prepulse. Modéba ef)
continues to slowly inactivate during a train of depolarizing pulses, whereas motigl Aght) qualitatively demonstrates the same lack of further slow
inactivation seen in Fig. 9. The middle panels i€ plot the fraction of channels inL; (gray) and L, (black for models 1 and 2 during the prepulse
experiment. Note that although both models show fairly rapid increases of entrygigjadliring the long prepulse, model 2 enters intg,) more
completely. The bottom panels 6fshow an expansion of the first 25 ms of the simulation, plotting the fraction of channels inpémd L., Model

1 (bottom lef} has a rapid entry into both states, with thg,istate clearly dominating. Model bgttom righj initially has a rapid increase ip,L;and a
smaller increase iny,,,, but the curves eventually cross over (s&edle panebf C), signifying the increased tendency of this model to leave thestate

for the I, State.
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of slow inactivation induced by trains of depolarizations, tion, considering the basic assumptions of our model, such
such as frequency dependence, accumulation with repetitivas interpreting macroscopic currents with a single-channel
depolarization, and enhancement of recovery by a hyperpanodel and the homogeneity of channels (see below), it
larized holding potential, are similar to the properties ofwould be prudent to obtain single-channel data before con-
slow inactivation originally described fdvlyxicola (Rudy,  structing a more elaborate model.
1981). Second, the slow component of the onset of inacti-
vation induced by single prepulses in our study was fit well
by a single exponential with a time constant of 390 ms (Fig. - .
7); this is indeed slower, compared to the onset of fasP endr|t|<.: ve_rsus.sor.natlc slow,
. S . cumulative inactivation
inactivation, by more than two orders of magnitudg (.=
0.8 ms; Martina and Jonas, 1997). The degree of slow inactivation has been shown to be
Although our model uses a single slow inactivation statedifferent for sodium channels in the dendrites and somata of
channels can entegd,, via multiple routes. One of these CA1 pyramidal cells (Colbertetal., 1997; Jung et al., 1997).
routes is actually quite fast (O tQdy: Tonset= 0.52 ms),  There are two possible explanations for this finding, which
and the second route is much slowegL(lto lgow Tonset = are not mutually exclusive. One possibility is the existence
460 ms). Therefore, sodium channels may enter a singlef different types of sodium channels. Although there is
slow inactivation state at nearly 1000-fold different ratesimmunocytochemical evidence for possible differential dis-
under different conditions. During prolonged depolariza-tribution of sodium channek-subunit types between den-
tions, entry will be slow (mostly;l; to Ig.,); during trains  dritic and somatic regions (Westenbroek et al., 1989), elec-
of action potentials, entry will be much more rapid (O to trophysiological studies in pyramidal cells have not shown
lsiow)- Without this fast, direct route (O tql,) the physi- any difference between dendritic and somatic sodium chan-
ological relevance of slow inactivation would be limited nels at the single-channel level (Magee and Johnston, 1995).
during repetitive action potential firing. Therefore, further studies are required to determine the
Although we could model most of our findings with a possible contribution of different subunit types of sodium
single slow inactivation state, it remains possible that therehannels for this regional difference. A second possibility is
are, in fact, multiple slow inactivation states. Indeed, somalifferential modulation of a single type of sodium channel.
of the experimental data could not be simulated by ouModulation of sodium channel behavior through the protein
simple model. Recovery from slow inactivation appears tokinase C and protein kinase A pathways or by G proteins
have different time courses, depending on the frequency arldas been demonstratedXenopusocytes, CHO cell lines,
size of stimuli (see Figs. 3-5), suggesting that there could band intact neurons (Li et al., 1992, 1993; Ma et al., 1994).
more than one slow inactivated state, each having differeriRecently, Colbert et al. (1998) demonstrated that in den-
recovery rates. Our model does not show frequency-depemites, but not somata, activation of PKC decreased the
dent recovery, such as from FigC3 nor does it accurately attenuation of sodium currents during a train of depolariza-
predict the effect that increasing command potentials act ttions. The corresponding activity-dependent attenuation of
increase the recovery rate, such as shown in FigC.5 back-propagating action potential amplitude decreased as
Although the model does qualitatively exhibt voltage-de-well. A similar effect of muscarinic receptor activation on
pendent recovery (like Fig. €), the currents at the more back-propagating spikes was shown by Tsubokawa and
extreme deviations from the resting potential have veryRoss (1997), suggesting the possibility that differential ac-
inaccurate kinetics. To reconcile the model with these emtivation of cholinergic inputs between dendritic and somatic
pirical data, at least two slow inactivated states should beegions may differentially modulate sodium channels in
included in the model: one slow inactivated state, which hagach region.
a faster recovery, promoted by high-frequency trains or Together with these data, the finding that the degree of
larger command potentials (and possibly hyperpolarizingslow inactivation gradually increases with distance from the
holding potentials), and at least one other slow inactivatedoma suggests the following scenario. There are likely to be
state, with a slower recovery rate, promoted preferentiallfwo populations of channels (for one or more reasons dis-
by either long or short single pulses, slower pulse frequeneussed above), one that undergoes slow inactivation and
cies, or small voltage steps. The possibility of multiple slowanother that does not. The proportion of inactivating chan-
inactivation states is also compatible with some studies ofels would then determine the degree of slow inactivation at
slow inactivation, which demonstrate inactivation on aa specific location along dendrites. For this reason, we
much longer time scale than the inactivation studied herehose to model the most extreme cases of slow inactivation
(Toib et al., 1998; Featherstone et al., 1996; Ruff et al.recorded from dendritic patches stimulated at 20 Hz (indi-
1988). It may seem simple to address this question bgated by thedashed linesn Fig. 10), because these are
constructing a model with multiple slow inactivation states.likely to represent the most homogeneous population of
However, such a gating scheme would add another layer athannels. Despite the inhomogeneity of channels along the
complexity to the model, because then we must determineomatodendritic axis, the time course of recovery from slow
the states from which the various slow inactivated states armactivation is independent of the distance from the soma, as
accessible, and at which voltage-dependent rates. In addihe recovery time course will only be determined by the
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population of channels that undergoes slow inactivationless depolarization in distal dendrites, thus allowing the
The gradual rather than abrupt change in the degree of slovecovery of distal sodium channels from slow inactivation,
inactivation along the somatodendritic axis could be ex-even during continuous action potential firing.
plained by postulating that the fraction of noninactivating The local membrane potential will also affect how action
channels decreases gradually along the distance from thmotentials back-propagate. The results presented here (Fig.
soma. Biochemically, there could be a number of mecha4) and previously suggest that hyperpolarizations act to
nisms to explain this gradual change. For example, factoraccelerate recovery from slow inactivation (Jung et al.,
may exist that could limit the insertion of certain types of 1997; Colbert et al., 1997), which is consistent with a
channel subunits in the dendrites. Alternatively, decreasesimilar hyperpolarization-induced increase in recovery of
in diffusible proteins along the dendrites that modulate theback-propagating action potential amplitude after a train of
channels posttranslationally may be another possiblepikes (Spruston et al., 1995). However, the nature of this
mechanism. hyperpolarization must be carefully considered, because
appropriately timed inhibitory postsynaptic potentials have
been shown to decrease the amplitude of back-propagating
action potentials (Tsubokawa and Ross, 1996). This reduc-
tion is most likely due to a shunting of the membrane
Although the experiments reported here have attempted toonductance, perhaps through activation of GAB#&cep-
mimic conditions that are as physiological as possible, théors. It is also interesting to note that holding the dendrites
situation is much more complicated for real neurons. Inat 20 mV depolarized relative to rest does not affect slow
particular, various locations throughout the dendrites willinactivation and its recovery. This is compatible with the
experience back-propagating action potentials of differentesult shown by Spruston et al. (1995), in which subthresh-
amplitudes. This is especially true during repetitive firing of old depolarizing current injections do not reduce the ampli-
the neuron, as the amplitude of the back-propagating actiotude of subsequent back-propagating action potentials.
potentials decreases during the train because of slow inac- Recently, both in vivo and in vitro studies have demon-
tivation itself. Some of the later spikes in a train may evenstrated that dendrites of CA1 pyramidal cells can generate
be propagating completely passively, so that sodium chardendritic spikes, which sometimes do not propagate to the
nels are not even activated (Spruston et al., 1995). Therefoma (Golding and Spruston, 1998; Kamondi et al., 1998a).
it is important to understand how the properties of slowSodium channel availability can therefore be changed by
inactivation will affect the way back-propagating action any slow inactivation induced by these local dendritic
potentials invade dendrites. spikes. The properties of slow inactivation associated with
One factor that will affect back-propagating action po-dendritic spikes affect the further excitability of dendrites in
tentials is the frequency dependence of slow inactivationmore or less the same manner as back-propagating action
High-frequency trains of back-propagating action potentialotentials do. However, as dendritic spike amplitude at any
are less effective in invading the dendritic tree than low-specific dendritic location is much more variable than the
frequency trains or single action potentials. This can beamplitude of a single back-propagating action potential, the
explained in part because higher frequency trains will in-effects of spike amplitude on sodium channel recovery
duce more slow inactivation of sodium channels (Fig)3 could be very different (Golding and Spruston, 1998; Ka-
Because this frequency effect increases in the dendrites, imondi et al., 1998a). Therefore, as the size of dendritic
will tend to increase the amount of attenuation of back-spikes changes, the further availability of sodium channels
propagating action potentials. However, higher frequencyan also be modulated in that particular dendritic location.
trains also act to accelerate the recovery of channels fromAnother difference between dendritic spikes and back-prop-
slow inactivation (Fig. 3B). Therefore, higher frequency agating action potentials is that dendritic spikes can be more
trains influence the availability of sodium channels in two spatially restricted. Thus any effects of dendritic spikes on
opposing ways by increasing both the induction and theslow inactivation could be more localized than the effects of
recovery of slow inactivation. back-propagating action potentials. For example, a dendritic
The size of previous back-propagating action potentialspike localized to a single dendritic branch might limit
will also affect slow inactivation along the dendrites, al- subsequent action potential back-propagation into that
though in a complicated manner. A single back-propagatindpranch, but not others.
action potential will tend to make distal dendrites less In vivo, interactions of back-propagating action poten-
available for further excitation than proximal dendrites,tials and dendritic spikes will lead to highly variable
because the action potential will inactivate sodium channelamounts of slow inactivation of sodium channels through-
along its path. This same action potential will also be ableout a neuron that can affect synaptic integration by influ-
to promote more recovery in the proximal dendrites, be-encing the further back-propagation or generation of den-
cause the amplitude of the spike will be greater (Fig. 5)dritic spikes in various regions of the dendrites. Taken
During trains of action potentials, early action potentials intogether with the possible metabolic modulation of slow
the train will induce slow inactivation, whereas later spikes,inactivation (Colbert and Johnston, 1998) and the role of
especially during high-frequency stimulation, will provide back-propagating action potentials on long-term potentia-

Physiological implications of slow inactivation
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tion (Magee and Johnston, 1997), our results suggest that M., J. West, R. Numann, B. Murphy, T. Scheuer, and W. Catterall.
slow inactivation will play an important role in the integra- 1993. Convergent regulation of sodium channels by protein kinase C and

. f . d ibl ic plastici cAMP-dependent protein kinas8cience261:1439-1442.
tion of synaptic events and possibly synaptic plasticity. Ma, J., M. Li, W. Catterall, and T. Scheuer. 1994. Modulation of braifi Na

Slow inactivation of sodium channels creates an intricate channels # a G protein coupled pathwagroc. Natl. Acad. Sci. USA.
background of modulation of neuronal excitability against 91:12351-12355.
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