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ABSTRACT

We are interested in establishing the correspondence between neuron activity and body curvature during various
movements of C. Elegans worms. Given long sequences of images, specifically recorded to glow when the neuron
is active, it is required to track all identifiable neurons in each frame. The characteristics of the neuron data,
e.g., the uninformative nature of neuron appearance and the sequential ordering of neurons, renders standard
single and multi-object tracking methods either ineffective or unnecessary for our task. In this paper, we propose
a multi-target tracking algorithm that correctly assigns each neuron to one of several candidate locations in the
next frame preserving shape constraint. The results demonstrate how the proposed method can robustly track
more neurons than several existing methods in long sequences of images.

1. INTRODUCTION

Movement is the main output of the C. Elegans worm nervous system. Using calcium imaging, it is now possible
to map the worm activity onto the structure of the nervous system.1 Recently, several papers have described
oscillatory activity in particular types of motor neurons (namely, classes A and B) 2.3 We investigate the activity
of a different class, class D, which is also hypothesized to display oscillatory activity but has not yet been
validated experimentally. In contrast to the previous studies, we aim to image and track all neurons of a single
class instead of performing the same procedure separately for each neuron.

We recorded images of all neurons of class D over a period of time in order to capture multiple activities
of the worm such as, moving forward or backward, bending, changing directions etc. Some of these images are
displayed in Figures 1(a), (b), (c) at different point of time with neuron locations marked as squares. Ideally, an
active neuron region attains a brighter intensity than the inactive ones. Our task is to devise an algorithm that
tracks all neurons simultaneously over the sequence. The history of neuron positions produced by the tracking
method enables us to compute the curvature and activity for each neuron.

In Figure 1(d), we plot the curvature (black) and activity values (blue, large value implies activity) for one
particular neuron, neuron 2 as shown in green in Figures 1(a), (b), (c). This neuron appears to be active
just before a dorsal bend in the worm (i.e., just before its curvature starts to increase). The exact correlation
between activity and curvature (or other physical phenomenon) is out of the scope of this paper – we describe
the tracking mechanism that facilitates such biological analysis in an efficient manner. Manual computation
of brightness values for a single neuron over 500 frames requires roughly 1 hour compared to 17 secs (approx)
taken by an un-optimized Matlab code without compromising any significant loss in accuracy. The red dashed
line in Figure 1(d) corresponds to activity determined by manual tracking and it follows the blue activity curve,
generated by automatic tracking, very closely.

Popular single object tracking algorithms in computer vision literature such as feature point tracking,4

Kalman filter5 or Particle Filter6 based tracking, Mean-Shift tracking,7 discriminative tracking8 heavily rely
on the appearance information to compute a probability (or confidence) of the target to be present around cur-
rent location in the next frame. In our dataset, the neuron mostly appears to be a bright blob whose shape varies
over time and does not offer much information to distinguish it from the background. The variable inter-neuron
distances also cause two tracked positions to merge with each other.

Several algorithms have also addressed the task of multiple object tracking where freely moving targets
interact with each other in close proximity. These approaches apply nearest neighbor matching,9 Bayesian
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(a) Frame 230 (b) Frame 370 (c) Frame 469

(d) Curvature(black)-activity(blue) plot for Neuron 2 (shown below)

Figure 1. (a), (b), (c) Neurons in different frames (tracked by proposed method). (d) Sample activity curvature plot for Neuron 2, blue:
automatic and red: manual tracking.

Network,10 Linear optimization11 to correctly match the tracked location to object (primarily human) identities.
The common setup of these multi-target tracking methods assumes the targets to wander freely and imposes no
restriction on the inter-object distances. On the other hand, in our dataset, the object locations are constrained
by the shape of the worm. Utilization of positional constraints renders the sophisticated treatment of object-
tracked position association redundant in our scenario.

In the proposed tracking method, we generate a probability map over the search region by filtering the next
frame with an isotropic 2D Gaussian (circular blob) template. In each search region (i.e., for each target), several
local maxima are identified by a gradient ascent approach same as Mean-shift.12 These candidate locations are
then mapped to the neuron identities by an assignment technique which maximally retains the inter-neuron
distances of the past frame. The assignment costs, defined over triplets of matches, constitute a tensor that
needs to be factorized in order to solve the matching. We relax the factorization by approximating the cost
tensor by a rank-1 tensor whose constituent vector is discretized afterwards to generate integral solutions.

The proposed algorithm can robustly track more neurons than a single object tracking algorithm and a multi-
object tracking method based on nearest neighbor assignment in several worm sequences. Our method can in
general be applied for tracking sets of objects numbered serially or with a similar shape structure (e.g., tracking
a flock of birds13) in natural or biological images.

2. CHALLENGES IN MULTIPLE NEURON TRACKING

The neuron appearances in the worm images are not informative in general. They appear to be filled blobs of
various shapes that are relatively brighter than the surrounding region. Unlike objects in natural images, the
pattern in intensity distribution or some feature arrangement (e.g., histogram of gradients) is absent in these
neuron bodies. In Figure 2, we show two neuron bodies (the luminous blobs) along with the corresponding search
window. The probability map generated by cross-correlation of neuron patch with the search window and by
the Bhattachariya coefficient between their intensity distributions7 are also shown in Figure 2. None of these
probability maps reflects the change in target location and therefore cannot track it successfully.

Isolating brighter neuron area within the template, or search window, is also not possible due to large variation
in neuron intensities. The difficulty is further compounded by out of focus blurring, translation of the slide on
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Figure 2. In each four images (a)–(d) and (e)–(f), from left to right: template neuron location, search window, probability maps computed
with Bhattachariay coefficient and normalized cross-correlation.

which the animal is placed, sudden reversal in movement direction, proximity of two adjacent neurons (observe,
e.g, the neurons 6 and 7 in Figures 1(a), (b), (c)) etc. We illustrate tracking failures due to some of these causes
in experiments section.

3. PROPOSED METHOD

Let us suppose xti is the location of i-th neuron at time t for i = 1, 2, . . . , N . The initial locations x0
i are marked

manually in a specific order that needs to be preserved throughout the tracking procedure. We first determine
several candidate locations yt+1

i,ji
, ji = 1, . . . ,M t

i given projected neuron positions x̂t+1
i and then identify the

best match between yt+1
i,ji

and xti utilizing the shape structure over the set of neurons.

3.1 Candidate Locations

In the first step, the neuron locations in the next frame are approximated with a linear model. Given the tracked
positions of neuron i in times t and t− 1, the projected location is computed by x̂t+1

i = xti + 0.5× (xti − xt−1
i ).

Next, the image is convolved with an isotropic Gaussian with a standard deviation roughly equal to average
neuron width to produce the probability or confidence map . We search for candidate neuron locations yt+1

i,ji
in

a square shaped search window wt+1
i , with confidences C(wt+1

i ), around x̂t+1
i . These locations are essentially

the local maxima within the confidence map and are computed by the Mean-shift mode seeking algorithm12

assuming continuity over the confidence values. Starting from a specific point z0, the Mean-shift algorithm
iteratively progress towards the direction that maximizes the confidence value until convergence. The iterative
update formula can be derived by taking the derivative of a KDE estimate of probability values w.r.t. the current
location similar to.12
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In order to determine the local intensity maxima z∗i,l, l = 1, . . . , Lt+1
i , multiple Mean-shift search is performed in

each window wt+1
i starting from all locations having confidences larger than a threshold . For all our experiments,

this threshold was set to mean(C(wt+1
i )) + std-dev(C(wt+1

i )). Ideally Mean-shift procedure initiated from several
nearby locations would converge to the same local maxima. Let us denote the number of initial positions that
converge to any local maxima z∗i,l as its support ψi,l. For any i, all local maxima with a support ψi,l > δ are
clustered together and their centers are selected to be the candidate locations yt+1

i,ji
.

3.2 Neuron Assignment

Let us use a shorthand notation {i, ji} for any potential matching pair {xt+1
i ,yt+1

i,ji
} and let αi,ji indicate whether

the match is correct (αi,ji = 1) or incorrect (αi,ji = 0). We wish to utilize the quality of tentative matches of
three consecutive neurons in the same order they are numbered, e.g., the order shown in Figures 1(a), (b), (c).
The matching score is quantified as how much the inter-neuron distances, from the last known locations in time
t, are preserved by the candidate locations in time t+ 1. To this end, a matching cost is defined on the deviance
between the pairwise distances of two pairs of neurons in the last frame and those between the candidate matches
in the current frame.
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Figure 3. Computation of φr({i − 1, ji−1}, {i, ji}, {i + 1, ji+1}) for neuron matching by preserving inter-neuronal distances. Left: target
location in frame t, right: candidate locations at time t+ 1. Blue dashed lines indicate tentative assignment.

In Equation 2, b ∈ {r, θ} corresponds to two modes of distances, spatial (Euclidean) and angular. The first
vector [db(xti, x

t
i−1) db(xti+1, x

t
i)]
T in the cost computes the differences in the consecutive locations in time t and

the the second vector holds those between the corresponding matches in time t + 1 as shown in Figure 3. For
simplicity in notation, let us use 1D indices k for the matches {i, ji}. The spatial and angular costs are combined
to form the following match quality score expressed in terms of 1D indices.

q(k1, k2, k3) = exp
(
−φr(k1, k2, k3)

σ2
r

− φθ(k1, k2, k3)

σ2
θ

)
(3)

With these ternary matching scores, the optimal values of α would maximize the inner product between the
matching score tensor and α ◦α ◦α where ◦ imply the outer product.

arg max
α

X
αk1 ,αk2 ,αk3

αk1αk2αk3 q(k1, k2, k3). (4)

The integrality constraints on αk are relaxed to assume real values in our attempt to solve the tensor max-
imization problem. We use a rank-1 approximation of the matching tensor, computed by higher order Power
method,14 as a solution of this optimization. In this method, each vector is updated by the inner product of two
sub-tensors resulted from keeping the vector’s dimension fixed. The cost tensor in our framework is substantially
different from that in,15 in terms of both the definition (Equations 2 and 3) and structure. The cost tensor
defined in Equations 2 and 3 is asymmetric and therefore the decomposition algorithms in,15 which assumes
symmetry, can not be readily applied here.

In all our experiments, only 5 iterations of the Power method produced a real-valued indicator vector infor-
mative enough to distinguish the accurate assignments from the inaccurate ones. To compute a discrete decision
from these real numbers, for each neuron i, we find out the largest entry in vector α among the ones that
correspond to this neuron and and assign it the matching location. The resulting matching location becomes
xt+1
i .

4. EXPERIMENT AND RESULTS

We report the performances of the proposed tracking method on 4 image sequences with more than 400 images
each. Each sequence contains different number of neurons that are manually selected in the first frame. We
used the following parameters values for all sequences: support and standard deviation of Gaussian filter 5 and
1.667, support threshold δ = 5, bandwidth for mean-shift profile function = 0.75, and σr = 0.01, σθ = 0.1 in the
definition of ternary cost in Equation 2.

We compared the performance of our method to those of two tracking algorithms: 1) Single object tracking
(MS): runs Mean-shift procedure on the probability image generated by the Gaussian filter; and 2) Multi-object
tracking algorithm (HM) similar to:9 applies the Hungarian Matching technique to select the candidate yt+1

i,NN

closest to xti as new target location xt+1
i instead of the shape-preserving assignment described in Scetion 3.2.



Table 1. Performance comparison of the tracking algorithms in terms of percentage of neurons accurately tracked.

Sequence Frames Neurons MS HM Proposed
Seq 1 435 14 64.29 57.14 85.71
Seq 2 400 14 85.71 71.43 92.86
Seq 3 450 14 50.00 57.14 71.43
Seq 4 550 13 61.54 76.92 76.92

The set of parameters that overlaps with the proposed approach are set to the same values as above, other
parameters are tuned to generate the best result. We also tested the Kanade-Lucas-Tomasi (KLT) feature
tracker (http://www.ces.clemson.edu/~stb/klt/) on our data. The performance of KLT tracker is too poor
to be compared with the aforementioned algorithms and we exclude its results from our analysis. Table 1 shows
the percentage of neurons that were successfully tracked throughout the sequence. In case of a merge, we count
only the neuron that remained in its correct location. We provide the videos (with enhanced brightness/contrast)
for these tracking results, including the output of KLT, in supplementary material.

(a) (b) (c)

Figure 4. (a): search window, blob near the center is
the correct location . (b) shows two maxima located
by our method (white squares) and (c) false maximum
computed by single-mode mean-shift.

Let us examine how the proposed method avoids merges of
two nearby neurons that the MS method is susceptible to. Fig-
ure 4(a) shows a search region for a particular neuron (index 4)
of Sequence 2 (frame 146). The search region contains two lo-
cal maxima: the one near the center of the search window is the
actual location of neuron 4. The peak at the upper left corner be-
longs to another neuron (index 3) and appears here due to close
proximity. Our candidate selection technique (Section 3.1) was
able to identify both the local maxima as shown in Figure 4(b).
In the following stage of assignment, neuron 4 was accurately as-
signed to the maximum at the center. Notice that, the blob near
the center is dimmer, i.e., contains a maximum with lower intensity value than that situated at the upper left
corner. That is why mean-shift (MS) procedure, designed for searching a single peak, converges at the upper-left
corner thereby merging neuron 4 to the location of neuron 3 (Figure 4(c)).

Figure 5 illustrates a failure case for the nearest neighbor based approach HM in frames 212–214 of Sequence
2. The red ‘+’ indicate locations xt11,x

t
12 of two neurons respectively in past frame, the blue circles point to

the candidate locations yt+1
11,j11

,yt+1
12,j12

and the green squares indicate the actual locations of neurons 11 and 12
in current frame. The distances from target locations in previous frame (red +) to the corresponding candidates
(blue o) are also mentioned in these plots. It is obvious that the nearest candidate search would not yield the
actual neuron locations which is why HM gradually shifts the tracked position of neuron 11 towards neuron 12
(observe that in Figure 5(c) there is only one potential position for neuron 11 which is not correct) and merges
the two thereafter. HM will be even more vulnerable when the worm starts moving to the opposite direction
possibly bringing the candidates of preceding or following neurons closer to any target than those of its own. The
position that maximally conforms to the worm shape, rather than the brightest or nearest ones, is more likely
to represent the actual location of a neuron. Our approach encodes shape information in terms of inter-neuron
distances and has been capable of tracking more neurons correctly so far.

In Figures 6(a), (b), we show 1D tracked locations of a subset of neurons (index 2 – 6) in Sequence 3 by MS,
HM and the proposed method respectively. Our tracking algorithms was able to track 4 out of 5 neurons over
the whole sequence whereas both MS and HM merged 2, 3, 4 and 5, 6 in very early stage of tracking (around
frame 75) due to a sudden reverse movement and slide translation. These plots would assist the user to quickly
identify tracking failures, if any, in long sequences.

5. CONCLUSION

This paper proposes a robust multi-neuron tracking algorithm for long sequence of images. Due to appearance
ambiguity, our method computes several potential locations for each nueron. Then, a matching algorithm
associates each neuron to its best match maintaining the worm shape structure. Experimental results presented



(a) Frame 212 (b) Frame 213 (c) Frame 214

Figure 5. Tracking failure of nearest neighbor based method HM.

(a) MS and HM (b) Propsoed

Figure 6. 1D tracked locations for neurons 2–6 in Seq 3.

in the paper demonstrate the superiority of the proposed method over both a single object and a multi-object
tracking algorithm utilizing nearest neighbor match. In addition, our method has already tracked, with higher
success rate than the aforementioned methods, neurons in more than 6000 frames that has not been reported in
this paper. We believe this work can be extended to address other tracking challenges in biological images for
objects with a specific shape structures.
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